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Preface

This workbook has been designed using IBM SPSS version 24 and 25, though the latest version 27 is
not much different..

The textbook explores the use of SPSS in solving a range of business and management problems
identified and solved using SPSS in the textbook.

The chapter topics in this online workbook, include:

Introduction to IBM SPSS Statistics.

Entering data.

Graphing data.

Descriptive statistics.

Comparing means using the Students’ t test.
Chi-square and non-parametric tests.
Correlation and regression analysis.
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Chapter 1 Introduction to IBM SPSS Statistics.

SPSS is a Windows based program that can be used to perform data entry and analysis and to create
tables and graphs. SPSS is capable of handling large amounts of data and is a statistical software
program that has been designed for both beginners and professional statisticians. SPSS is commonly
used in business and the social sciences, so familiarity with this program should serve you well in the
future.

Running IBM SPSS

After installing IBM SPSS then you will need to run the program.

Click on Start . and Select > IBM SPSS Statistics 23

B 50 5pss statistics

@ 1BM SPss Statistics 23

M2 1BM SPSS Statistics 23 License Aut..

Figure 1.1 Run Windows 10 SPSS

Please note that you may have an earlier version of SPSS or a later version than version 23.
Layout of IBM SPSS
Data View is where you see the data you are using.

m Untitled1 [DataSet0] - IBM SPSS Statistics Data Editor [m] X

" Menu bar
File Edit View Data TIransform Analye DirectMarketing Graphs Uliliies Add-ons Window Help

S8 Ec~ BadE h 59 BT 2 08—
Visible: 0 of 0 Variables

var var var var var var var var var var var

18
19
20
2
2

[T

[4§ — [ I+

Data Viewl Variable View
| —

Bl SPSS Statistics Processor is ready Unicode:OFF

Figure 1.2 SPSS data view

The Data Editor window has two views that can be selected from the lower left-hand side of the
screen
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‘ Data \ﬁewH Variable View

Figure 1.3 SPSS data and variable view

Variable View is where you can specify the format of your data when you are creating a file or
where you can check the format of a pre-existing file.

@ Untitled1 [DataSet0] - IBM SPSS Statistics Data Editor — [m] *
Eile Edit View Data Transform Analyze DirectMarketing Graphs  Ulilities Add-ons  Window  Help

SH8Me» BLiE ABY BoS 100 %)

| Name H Type || Width ” Decimals ” Label ” Values ” Missing || Columns H Align || Measure

]

|~ || o] & |l

w

=

=

w

=

o

=

=

@
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[
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[
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Data View Variable View

[ |IBM SPSS Statistics Processoris ready | | |Unicode:OFF |

Figure 1.4 SPSS variable view

SPSS filenames — data (filename.sav)
The data in the Data Editor is saved in a file with the filename.sav.
SPSS filenames — output (filename.spv)

The other most commonly used SPSS window is the SPSS Viewer window which displays the output
from any analyses that have been run and any error messages. When you save an SPSS output file it
will add the .spv extension to the filename.

i@ examplel.spv [Document3] - IBM SPSS Statistics Viewer
File Edit Wew Data Transform Insert Format Analyze  Directblarketing  Graphs  Utilities  Add-ons  Window  Help

SHSR VB e~ RBLT OO EP2s H ¢ += 00 203

E+ {E] output

....... Lo
B Loy SKVE QUTFILE='D:\Glyn Davis\Textbooks\QMB with Excel and SPSS\Online - Introduction to '+

'SPss\examplel.sav’
/CCMPRESSED.

Figure 1.5 SPSS output file
Example 1.1

Enter two columns of numbers into SPSS (X:3,6,7and Y: 7, 8, 9, 10, 12).
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Enter numbers into data view

U5 Untitled1 [DataSet] - IBM SPSS Statist.. — [m] X

ELEEEE-TT

6:VARDDD0O2 Visible: 2 of 2 Variables

VAR00001 | VARO0DOZ var va

1 3.00 7.00 =

2 6.00 8.00 l

3 7.00 9.00

4 10.00

5 12.00

6

7

=
L Pee— 3]

Data View Variable View

IBM SPSS Statistics Processor is ready Unicode:OFF

Figure 1.6 Data entered into data view

Observe that the first column is called VARO00OO1 and the second column VAR00002. Furthermore,
the numbers are presented to 2 decimal places. To change this, click on Variable View.

@ *Untitled1 [DataSet(] - [BM SPSS Statistics Data Editor
File Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities  Add-ons  Window  Help

MM~ BLIAE A BE B A0%

| Name Type Width | Decimals Label Values Missing Columns Align Measure Role
1 VARD0001 Mumeric 8 2 Mone None 8 = Right Unknawn “w Input
2 VAR00002 Mumeric 8 2 Maone None 8 = Right Unknown *w Input

Figure 1.7 Variable view

e Change VAR00001 to X
e Change VAR00002 to Y
e Change for each 2 decimal places to O.

At this stage, observe that the Measure is defined Unknown. It is important when you have entered
the data in data view that you use the variable view to label the column, decide on the general
layout, and select the appropriate measure. If your data for variable X is scale (or ratio) then select
scale. If it is ordinal (ranked) then select ordinal. Finally, if it is nominal (category) then select
nominal

Measure

& Scale -
4% Scale

ol Ordinal

&5 Nominal
Figure 1.8 Choose the measure

G-‘ *Untitled] [DataSet0] - IBM SPSS Statistics Data Editor
File  Edit View Data Transform  Analyze  DirectMarketing Graphs  Utilities  Add-ons  Window  Help

e M e~ BLEH HEE B2 i0® S

MName Type Width Decimals Label Values Missing Columns Align Measure Role
1 X Numeric 8 0 None Nane 8 = Right & Scale “w Input
2 Y Numeric 8 0 None None 8 = Right & Scale N Input

Figure 1.9 Variable view after changes made

If we now click on data view, then we would have
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@ *Untitled1 [DataSet0] - IBM SPSS Statist..  — [m] x

SHEe m e« B

6 VARDOOO2 Visible: 2 of 2 Variables
VARD0001 | VARD0D02 var va
1 3.00 7.00 =
2 6.00 5.00 i
3 7.00 9.00
4 10.00
5 12.00
6
7
=
[ [F]

Data View Variable View

IBM SPSS Statistics Processoris ready Unicode:OFF|

Figure 1.10 Data view

If we have completed the data entry, then we would save the file (say examplel). SPSS would save
this has examplel.1.sav and we will save this in the Online - Introduction to SPSS folder. Select File
> Save.

*

tr‘ Save Data As

Lookin: || | £PSS data T @ E

(&) examplet.1.sav

Keeping 2 of 2 variables. Variables...
File name
n exampled.1.5av Save

Save as fype: ‘SF‘SS Statistics (*.sav) = |

'
Help
1]
&
B

Encrypt file with passwaord

Figure 1.11 Click Save

You should observe that when we saved the data filename changed to examplel.1l.sav and a second
menu window appeared. This second window is the SPSS output file. Save this file as
examplel.1l.spv.

& Save Output As X
Lookin: [| | SPSS data - |
File name ‘examp\eﬂ 1 | [ Sak ]
Save as fype: ‘\newerFlles (*.spv) T |
[T] Lock file to prevent editing in Smartreader Cacel
Help

[~]:Encrypt file with password

Figure 1.12 Click Save
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Finally, if | look at the folder Online — Introduction to SPSS we would observe

Mame

'l-h examplel.]
[.ﬂ examplel.]

Date medified Type Size
02/07/2018 12:38 SPSS Statistics Dat... 1 KB
29/06/2018 14:42 SPSS Statistics Out... 1 KB

Figure 1.13 View via Windows explorer of file structure

Finally, there is the Syntax window which displays the command language used to run various

operations. Typically, you will simply use the dialog boxes to set up commands and would not see
the Syntax window. The Syntax window would be activated if you pasted the commands from the
dialog box to it, or if you wrote you own syntax--something we will not focus on here. Syntax files

end in the extension .sps.

SPSS Menus and Icons

Now, let’s review the menus and icons. Review the options listed under each menu on the Menu Bar

by clicking them one at a time.

Includes all of the options you typically use in other programs, such as open, save, exit.
Notice, that you can open or create new files of multiple types as illustrated to the right.

Includes the typical cut, copy, and paste commands, and allows you to specify various

File
\."P examplel.sav [DataSet(] - IBM SPS5 Statistics Data Editor
File Edit View Data Transform Analize  Dir
New »
Open L
Open Datapase 2
(2) Read Text Data..
Read Cognos Data.. 2
S Read Triple-S Data
i)
Save As..
F=f Save All Data
Export »
@ Mark File Read Only
Figure 1.14 File menu (not complete)
Edit
options for displaying data and output.
Edit View Data Transform
== Undo Ctri+Z
=i Redo Ctri+Y
Figure 1.15 Edit menu (not complete)
View
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Data
Data  Transform  Analyze  Direct Marketing
[0 Define Variable Properties...
2. Set Measurement Level for Unknown...
[E3] Create Value Labels from Data
4 = Copy Data Properties...
& Define date and time...
I:‘ Define Date from Data...
Define Multiple Response Sets...
Figure 1.17 Data menu (not complete)
Transform

Allows you to select which toolbars you want to show, select font size, add or remove the
gridlines that separate each piece of data, and to select whether or not to display your raw

data or the data labels.

View Data Transform  Analyze

Direcl

o Status Bar
Toolbars
Menu Editor...
Fonts...
¥ Grid Lines
1.,@ Value Labels
4
i

B variables Cirl+T

Figure 1.16 View menu

Allows you to select several options ranging from displaying data that is sorted by a specific

variable to selecting certain cases for subsequent analyses.

Includes several options to change current variables. For example, you can change

continuous variables to categorical variables, change scores into rank scores, add a constant

to variables, etc.

Transform  Analyze  Direct Marketing

Graphs

= Compute Variable
[E3] Programmability Transformation...
Count Values within Cases...
Shift Values...
E Recode into Same Variables..
Q Recode into Different Variables..
E Automatic Recode
[E3] create Dummy Variables
[}2 visual Binning..
[ optimal Binning..
D Anonymize Variables
Prepare Data for Modeling
BH Rank Cases...
& Date and Time Wizard...
Create Time Series...
E',E Replace Missing Values...

@ Random Number Generators..

Figure 1.18 Transform menu
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Analyze

Includes all of the commands to carry out statistical analyses and to calculate descriptive
statistics. Much of this book will focus on using commands located in this menu.

Analyze  Direct Marketing  Graphs  Util

Reports 3
Descriptive Statistics 3
Custom Tables k
Compare Means k
General Linear Model k
Generalized Linear Models +
Mixed Models »
Correlate 4
Begression 3
Loglinear 3
Meural Metworks k
Classify 3
Dimension Reduction k
Scale k
Monparametric Tests +
Forecasting 4
Survival 3
Multiple Response 3
Missing Value Analysis...
Multiple Imputation 3
Complex Samples 3
B2 simulation...
Quality Control 3
ROC Curve...
Spatial and Temporal Modeling... 3

Figure 1.19 Analyze menu

Direct Marketing

The Direct Marketing option provides a set of tools designed to improve the results of direct
marketing campaigns by identifying demographic, purchasing, and other characteristics that define
various groups of consumers and targeting specific groups to maximize positive response rates.

RFM Analysis. This technique identifies existing customers who are most likely to respond to
a new offer.

Cluster Analysis. This is an exploratory tool designed to reveal natural groupings (or clusters)
within your data. For example, it can identify different groups of customers based on various
demographic and purchasing characteristics.

Prospect Profiles. This technique uses results from a previous or test campaign to create
descriptive profiles. You can use the profiles to target specific groups of contacts in future
campaigns.

Postal Code Response Rates. This technique uses results from a previous campaign to
calculate postal code response rates. Those rates can be used to target specific postal codes
in future campaigns.
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5. Propensity to Purchase. This technique uses results from a test mailing or previous campaign
to generate propensity scores. The scores indicate which contacts are most likely to

respond.
6. Control Package Test. This technique compares marketing campaigns to see if there is a

significant difference in effectiveness for different packages or offers.
The Direct Marketing dialog for selecting a technique also provides a shortcut to the Scoring Wizard,
which allows you to score data based on a predictive model. You can build predictive models with

Propensity to Purchase and with many procedures available in other add-on modules.

Select Direct Marketing

Direct Marketing  Grap

Choose Technigue

Figure 1.20 Direct marketing menu

Select Choose Technique

@ Direct Marketing X
Choose one of the following techniques:
Understand My Contacts
o EIPTE = e
% 5]1]3] @ 239
2/3]3(2
2/2]5]4 3} n a3
El1]1]1 s Lid
Help identify my best Segment my contacts into BEMEE R R 27
P Y g Y contacts who responded to

contacts (RFM Analysis) clusters T aT

Improve My Marketing Campaigns

Identify the top responding  Select contacts most likely Ea";f;;:'%g:;gfss G

postal codes to purchase Package Test)

Score My Data

r'_'.' 1
)

Apply scores from a model
file

lé_(_;_onunueﬂ[ Cancel ][ Help ]

Figure 1.21

Please note this option is not part of this textbook but would possibly be useful for students studying
digital marketing type courses.

Graphs

Includes the commands to create various types of graphs including box plots, histograms,
line graphs, and bar charts.
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Graphs  Utilities  Add-ons  Window

illil Chart Builder...

Graphboard Template Chooser...
3 weioun Plat...

D Compare Subgroups

D Regression Variable Plots

Legacy Dialogs 4

Figure 1.22 Graphs menu
Utilities

Allows you to list file information which is a list of all variables, there labels, values, locations
in the data file, and type.

Liilities  Add-ons  Window  Help

ﬂ Variables...

£ oMS Control Panel...

=) OMS Identifiers...

éﬂ Scoring Wizard...

(5 Merge Model XML ..

D Calculate with Pivot Table
Figure 1.23 Utilities menu

Add-ons

Are programs that can be added to the base SPSS package. You probably do not have access
to any of those.

Add-ons  Window  Help

Applications k
Senices 4

Programmability Extension 4

Figure 1.24 Add-ons menu
Window

Can be used to select which window you want to view (i.e., Data Editor, Output Viewer, or
Syntax). Since we have a data file and an output file open, let’s try this.

Window  Help

= Split

Minimize All Windows

Reset Dialog Sizes and Positions
1 *Cutput? [Document] - IBM SPSS Statistics Viewer
e 2 example1.sav [DataSet1] - IBM SPSS Statistics Data Editor

3 example1.spv [Document2] - IBM SPSS Statistics Viewer

Figure 1.25 Windows menu

Help
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Has many useful options including a link to the SPSS homepage, a statistics coach, and a
syntax guide. Using topics, you can use the index option to type in any key word and get a
list of options, or you can view the categories and subcategories available under contents.
This is an excellent tool and can be used to troubleshoot most problems.

Help
@ Topics
| @Iutorial

Case Studies

Working with R

Statistics Coach

Command Syntax Reference

SP3S Community

About...

Algorithms

IBM SPSS Products Home
Programmability P

Diagnose. ..

Figure 1.26 Help menu
Menu Icons

The Icons directly under the Menu bar provide shortcuts to many common commands that are
available in specific menus.
Place your cursor over the Icons for a few seconds, and a description of the underlying command

will appear. For example, this icon | is the shortcut for Save.

Exiting SPSS

To close SPSS, you can either left click on the close button * located on the upper right-hand

corner of the screen or select Exit from the File menu. A dialog box like the one below will appear for
every open window asking you if you want to save it before exiting.

#2 1BM SPSS Statistics 23 %

Closing the last Data Editor window will exit SPSS Statistics.

Do you want to proceed?

] Don't show this alert again

Figure 1.27 SPSS Menu warning before closing file
Important — save your data files (filename.sav) and output files (filename.spv)
You almost always want to save data files and output files BUT make sure you store in the correct

folder and use filenames that relate to the problem you are studying for example, we could use for
the SPSS data file data_payments.sav and for the SPSS output file data_payments.spv.
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Chapter 2 Entering data.
The Logic of Data Files

Each row typically represents the data from 1 case, whether that be a person, animal, or object.
Each column represents a different variable. A cell refers to the juncture of a specific row and
column. For example, the first empty cell in the right-hand corner would include the data for case 1,
variable 1.

Entering Data
Run SPSS and follow along as you read this description.

To enter data, you could simply begin typing information into each cell. If you did so, SPSS would
give each column a generic label such as VAR000O1. Clearly this is not desirable, unless you have a
superior memory, because you would have no way of identifying what VARO0001 meant later on.

Instead, we want to specify names for our variables. To do this, you can double left click on any
column head, this will automatically take you to the Variable View. Alternatively, you can simply
click on Variable View on the bottom left hand corner of your screen.

@ examplel.sav [DataSet1] - IBM SPSS5 Statistics Data Editor

File  Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities Add-ens  Window  Help

SEHE M e~ Ll A BE BLH 19

MName Type Width | Decimals Label Values Missing Columns Align Measure Role
1 X Numeric 8 0 MNone MNone 8 = Right & Scale “ Input
2 Y Numeric 8 0 Mone Mone 8 = Rught & Scale “ Input

Figure 2.1 Variable view
Column 1 - The first column of variable view is Name.
Column 2 - The second column is Type

T8 Variable Type X

@) Numeric

© Dot

Decimal Places: l:l
© Scientific notation

@ Date

@ Dollar

@ Custom currency

@ string

@ Restricted Numeric (integer with leading zeros)

& The Numerictype honors the digit grouping setting, while the Restricted
X MNumeric never uses digit grouping.

Figure 2.2 Variable type menu

String variables are those that consist of text. For example, you could type Male and Female
if gender were a variable of interest. It is important to note that SPSS is case sensitive
meaning that “female” and “Female” would not be viewed as the same category.
Misspellings are also problematic with string data (e.g., “femal” would not be recognized as
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the intended “female”). For these reasons, it is advantageous to use numbers to represent
common categories, and then supply names for those levels as discussed below.

Column 3 and 4 — Width and Decimals

The next columns are for Width and Decimals. You could have set this while specifying your
variable type, or you can specify them in these columns. The default for width is 8
characters and the default for decimals is 2. To change this, left click the cell, and up and
down arrows will appear, as illustrated below. Left click the up arrow if you want to increase
the number, click the down arrow to decrease the value. Alternatively, you can simply type
the desired value in the cell.

Column 5 — Column label

The next column is Label. This is a very nice feature that allows you to provide more
information about the variable than you could fit in the 8-character variable name. For
example, | could type “time before training started” if variable X represented this variable.

Column 6 - Values

The next column is Values. This allows you to assign variable labels. You will typically use
this option for categorical variables. For example, we may want the number 1 to represent
males and the number 2 to represent females when we enter data on gender.

Other columns

Of the remaining columns, you are most likely to use Align, which allows you to specify how
the data will appear in the cells. Your choices are left justified, right justified, or centered.
This is simply a matter of personal preference.

After you have completed specifying your variables, you can click on Data View and begin
entering your data. Put your cursor on the cell in which you want to enter data. Type the
value. If you hit Enter the cursor will move to the cell under the one you just filled. You can
also use the arrow keys to move to the next cell in any given direction. Typically, you will
either enter all of the values in one column by going down or you will enter all of the
variables in a row going from left to right.

Example 2.1

Consider the data collected by a researcher that is exploring student grades in a statistics
examination. The research has collected the following data which requires entered into SPSS.

Student ID Age Gender Average Number of Final
hours of classes module
sleep per missed grade
student

1 18 Male 7 0 A
2 18 Female 4 1 C
3 17 Female 6 2 B
4 19 Female 10 5 F
5 20 Male 8 2 B
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6 21 Female 7 3 C
7 23 Male 9 1 B
8 22 Male 8 2 A
9 18 Male 6 3 D
Table 2.1
SPSS data file
Data view
D Age Gender AvHrsSleep | NumClasses | GradeinCourse
Missed
1 1 181 7.00 .00 1
2 2 18 2 4.00 1.00 3
3 3 17 2 6.00 2002
4 4 192 10.00 5.005
5 5 2011 8.00 2002
6 6 212 7.00 3.003
7 7 231 9.00 1.00 2
8 8 221 8.00 2001
9 9 181 6.00 3.00 4

Figure 2.3

Gender (1 = Male, 2 = Female)
Grade (1=A,2=B,3=C,4=D,5=F)

Or you could use the following

VAR00001 VARO00002 VAR00003 VARD0004 WARDO005 VAR00006
1 1.00 15.00 Male 7.00 00 A
2 2.00 15.00 Female 4.00 1.00C
3 3.00 17.00 Female 6.00 2.00B
4 4.00 19.00 Female 10.00 500 F
5 5.00 20.00 Male 8.00 2008
6 6.00 21.00 Female 7.00 j00C
7 7.00 23.00 Male 9.00 1.00 B
8 8.00 22.00 Male §.00 2.00 A
9 9.00 15.00 Male 6.00 300D
Figure 2.4
Variable view
Edit variable view to give
Name Type Width Decimals Label Values Missing Columns Align Measure Role
1 D Mumeric g 0 MNone MNone 12 enter 2l Ordinal N Input
2 Age Numeric 8 0 None None 1 enter & Scale ™ Input
3 Gender String 6 0 {1, Male}...  None il enter &5 Nominal N Input
4 AvHrsSleep Numeric g 2 None None 10 Center & Scale N Input
5 NumClassesMissed  Mumeric g 2 None None g Center & Scale “ Input
6 GradeinCourse String 1 0 {1, A} None 10 Center &> Nominal N Input
Figure 2.5

Where Gender values looks like
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13 Value Labels *

Value Labels
Label: | |
1="Male”
2="Female”
[ OK ][ Cancel][ Help ]
Figure 2.6

Where Grade values looks like

t,-\ Value Labels X
Value Labels
Label: | |

[= R N PR .y
[T T TR TR}
MG oEE

[ OK ][Cancel][ Help]

Figure 2.7

Final data view

D Age Gender AvHrsSleep | NumClasses|| GradeinCourse
Missed
1 1 18 1 7.00 .00 1
2 2 18 2 4.00 1.00 3
3 3 17 2 6.00 2.00 2
4 4 19 2 10.00 5.00 5
5 ) 20 1 8.00 2.00 2
6 6 21 2 7.00 3.00 3
7 7 23 1 9.00 1.00 2
8 8 22 1 8.00 2.00 1
£ 9 18 1 6.00 3.00 4

Figure 2.8
Save SPSS Data file: Example2.1.sav
Inserting a Variable
If you forget to insert a variable, then it is quite easy to add a new variable. In Variable View,

highlight the second row and then click Insert Variable on the Edit menu. This will place a new
variable before the selected variable.
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I MName ” Type || Width || Decimals ” Label ” Values ” Missing || Columns || Align Measure ” Role
1 D Numeric 8 0 None None 12 = Center il Ordinal N Input
2 }Age |Numeric 8 0 None None ik = & Scale “ Input
3 Gender String 6 0 {1, Male}...  None 1 = & Mominal N Input
4 AvHrsSleep Numeric 8 2 None None 10 = & Scale “ Input
5 NumClassesMissed  Numeric 8 2 None None 8 & Scale “ Input
6 GradeinCourse String 1 0 {1,A) None 10 &5 Nominal N Input
Figure 2.9
Edit View Data  Transform

= Undo Cirl+Z

“Zl Redo Crl+Y

Cirl+C

Delete

Search Data Files
Fm Go to Case
hgo to Variable..
#= Go to Imputation
@{ Options...

Figure 2.10

In Data View, highlight the second variable column and then click the Insert Variable icon E This

will also place a new variable column before the second variable.

Figure 2.11

Re-save SPSS Data file: Example2.1.sav

D “ Age Gender “ AvHrsSleep | NumClasses| GradeinCourse
Missed
1 1 18 1 7.00 .00 1
2 2 18 2 4.00 1.00 3
3 3 17 2 6.00 2.00 2
4 4 19 2 10.00 5.00 5
5 5 20 1 8.00 2.00 2
6 6 21 2 7.00 3.00 3
7 7 23 1 9.00 1.00 2
8 8 22 1 8.00 2.00 1
9 9 18 1 6.00 3.00 4
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Edit VWiew Data Transform

™ Undo Cirl+Z
“Z Redo Cirl+Y
% cut Crl+X
5 Copy Cir+C
& Clear Delate

Insert Variable
ﬁjnsen Cases

[ Fina.. Ciri+F
[
£ Replace.. Cirl+H

D Search Data Files
ﬁ Go to Case
& Gotovariable...

=

—

[=( Options...

Figure 2.12

Inserting a Case

If you found that a case was missing — let us say that ID 10 was missing, then we can easily add a
case.

Highlight the case for ID 9.

D Age Gender AvHrsSleep | MumClasses | GradeinCourse
Missed
1 1 18 1 7.00 00 1
2 2 18 2 4.00 1.00 3
3 3 17 2 6.00 2.00 2
4 4 19 2 10.00 5.00 5
5 5 20 1 5.00 2.00 2
6 6 21 2 7.00 3.00 3
7 7 23 1 9.00 1.00 2
8 ] 22 1 8.00 2.00 1
9 [ s ] 18 1 6.00 3.00 4

Figure 2.13

Click on Insert Case on the Data menu or click on the Insert Case icon E In either case, a blank
row will appear before the highlighted case.

ID Age Gender AvHrsSleep | NumClasses| GradeinCourse
Missed
1 1 18 1 7.00 00 1
2 2 18 2 4.00 1.00 3
3 3 17 2 6.00 2.00 2
4 4 19 2 10.00 5.00 5
5 5 20 1 8.00 2.00 2
6 6 21 2 7.00 3.00 3
T T 23 1 9.00 1.00 2
g g 22 1 6.00 2.00 1
10 ] 18 1 6.00 3.00 4

Figure 2.14
Resave SPSS Data file: Example2.1.sav
Merging Files

Adding Cases.
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Sometimes data that are related may be in different files that you would like to combine or merge.
For example, in a research methods class, every student may collect and then enter data in their
own data file. Then, the instructor might want to put all of their data into one file that includes more
cases for data analysis. In this case, each file contains the same variables but different cases. To
combine these files, Select Data > Merge Files > Add Cases.

Merge Files P |EH Add Cases
E3 cartesian Product [ Add Variables
EA Dactristira T
Figure 2.15

Then specify the file from which the new data will come and click Open. A dialog box will appear
showing you which variables will appear in the new file. View it, and if all seems in order, click OK.
The two files will be merged.

"@ Add Cases to example 2.sav[DataSet1] x

Select a dataset from the list of open datasets or from a file to merge with the active dataset

@ An external SPSS Statistics data file!

| | Browse...

Non-SPSS Statistics data files must be opened in SPSS Statistics before they can be used as part of a merge.

o) () (e )

Figure 2.16
Adding Variables.
In other cases, you might have different data on the same cases or participants in different files. |
may want to put them together because I’d like to see if demographic variables, like socioeconomic
status or gender are related to depression.
In this case, you need to be sure the variables on the same participants end up in the correct row,
that is, you want to match the cases. In this case, we will use ID to match cases. SPSS requires that
the files you merge be in ascending order by the matching variable. So, in both files, ID must start at
1. You can set this up by sorting cases. Then, make sure one of the files is open.

Reading Data in From Other Sources

SPSS can also recognize data from several other sources. For example, you can open data from
Microsoft EXCEL in SPSS, or you can get SPSS to read data entered in a text file.
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Chapter 3 Tabulating and graphing data

In this chapter, we will explore the use of SPSS to tabulate data and create graphs.
Example 3.1

Consider the employee data presented in Figure 3.1.

SPSS data view

The first 20 records out of 474 records are presented below

Staff_id Gender | Education_level | Job_type | Current_salary | Start_salary | Employ_time | Previous_Emply_time | Minority_classification
1 1 m 15 3 57000 27000 98 144 0
2 2 m 16 1 40200 18750 98 36 0
3 3 f 12 1 21450 12000 98 381 0
4 4 f 8 1 21900 13200 98 190 0
b b m 15 1 45000 21000 98 138 0
] G m 15 1 32100 13500 98 67 0
7 7 m 15 1 36000 18750 98 114 0
8 g f 12 1 21900 9750 98 0 0
9 9 f 15 1 27900 12750 98 115 0
10 10 f 12 1 24000 13500 98 244 0
" 1 f 16 1 30300 16500 98 143 0
12 12 m 8 1 28350 12000 98 26 1
13 13 m 15 1 27750 14250 98 34 1
14 14 f 15 1 35100 16800 98 137 1
15 15 m 12 1 27300 13500 97 66 0
16 16 m 12 1 40800 15000 97 24 0
17 17 m 15 1 46000 14250 97 48 0
18 18 m 16 3 103750 27510 97 70 0
19 19 m 12 1 42300 14250 97 103 0
20 20 f 12 1 26250 11550 97 48 0

Figure 3.1 Employee data

SPSS variable view

Name Type Width | Decimals Label Values Missing Columns Align Measure Role
1 Staff_id MNumeric 4 0 Employee Code MNone Mone 10 = Center & Scale “ Input
2 Gender String 1 0 Gender §f, Female}. . None 7 Center &5 Nominal “ Input
3 Education_level MNumeric 2 0 Educational Level (years) {0, 0 (Missing)}... 0 " Center ,{l Ordinal “w Input
4 Job_type MNumeric 1 0 Employment Category {0, 0 (Missing)}... 0 8 Center ,{l Ordinal “w Input
5 Current_salary MNumeric 8 0 Current Salary {0. missing} . 0 10 Center & Scale “ Input
6 Start_salary MNumeric 8 0 Beginning Salary {0. missing} . 0 10 Center & Scale “ Input
7 Employ_time MNumeric 2 0 Months since Hire {0, missing}... 0 9 Center & Scale “w Input
8 Previous_Emply_time MNumeric 6 0 Previous Experience (months) {0, missing}... MNone 15 Center & Scale “w Input
9 Minority_classification MNumeric 1 0 Minarity Classification {0. No} 9 14 = Center ol Ordinal N Input
Figure 3.2

Save SPSS Data file: Example3.1.sav

Frequencies: Counts and Percents

Counts and percents are wonderful statistics because they are easy to explain and quickly grasped.
Frequencies also form the very foundation of most explanations of probability. They are an excellent

place to begin understanding any data you may work with.

Analyze > Descriptive Statistics > Frequencies
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ta Frequencies . 4]

V?rlable(s): Statistics...

&2 Date of Birth [.. |~ @a Gender [gender] :

4l Educational L... +#l Minority Classifi... @

«fl Employment Format...

& Current Salar...

& Beginning Sal ..

& Months since

& Previous Exp... |+

[ Display frequency tables
LK J{ Paste || Reset || Cancel || _Help |

Figure 3.3

Select one or more variables in the selection list on the left and move them into the analysis list on
the right by clicking on the arrow in between. Then click OK.

Output

Frequency Table

Gender
Cumulative
Freguency | Percent | Valid Percent Percent
Valid  Female 216 456 456 456
Male 258 54.4 54.4 100.0
Total 474 100.0 100.0
Minority Classification
Cumulative
Frequency Percent Walid Percent Percent
Valid Mo 370 78.1 78.1 78.1
Yes 104 2149 219 100.0
Total 474 100.0 100.0
Figure 3.4

Save SPSS Output file: Example3.1.spv

Note that this is one of the few tables were missing values (whether system missing ".
designated missing) show up in the default output table (however, not in this example).

or user

Crosstabs: Counts by Group

The basic crosstabs command just gives you counts by default. Typically, it is useful to also look at
either row-percents or column-percents, which must be specified as options.

Analyze > Descriptive Statistics > Crosstabs

Select one variable as the rows, another variable as the columns. Conventionally you might put an
independent variable in the rows and a dependent variable in the columns, although mathematically
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it doesn't really matter. To get percents in your output, click on the Cells button and specify the kind
of percents you want to see.

#im Crosstabs
& Employee Code [id] 4l Employment Category [j...
&a Gender [gender] e
4% Date of Birth [bdate] Format...
Column(s):
ol Educational Level (years e —
& Cirent Saliry feskany] @ ol Minority Classification [m..
& Beginning Salary [salbegin]
& Months since Hire [jobtime]| -Layer 1 of 1
& Previous Experience (m...
Y
| Display clustered bar charts
Suppress tables
(LOK_J  paste || Reset | Cancel| |tk |
Figure 3.5
Output
Case Processing Summary
Cases
Walid Missing Total
M FPercent M Percent M Percent
Employment Category *
Minority Classification 474 | 100.0% 0 0.0% 474 | 100.0%

Employment Category * Minority Classification Crosstabulation

Count
Minarity Classification
Mo Yes Total

Employment Category  Clerical 276 a7 363

Custodial 14 13 27

Manager a0 4 84
Total 370 104 474

Figure 3.6

Resave SPSS Output file: Example3.1.spv
Bar Charts

Like a histogram, the x axis is treated as a categorical variable, and the y axis represents one of a
variety of summary statistics: counts (a.k.a. a histogram!), means, sums, etc.

Graphs>- Legacy Dialogs > Bar

This takes you through an initial dialog box, where you choose among several basic schemas for
making bar charts
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Output

#2 Bar Charts

IEISimple
_il_ Clustered
lll Stacked

Data in Chart Are-

© Summaries for groups of cases
© Summaries of separate variables
© Values of individual cases

Figure 3.7

Choose Simple

To graph means by groups, select Other statistic for what the bars represent, the variable for
which you want to calculate means in the Variable box (means will be the default statistic),

and the group in the Category Axis box, e.g. employment category.

@ Define Simple Bar: Summaries for Groups of Cases

&a Gender [Gender]

& Employee Code [St..

,{I Educational Level {y...
& Beginning Salary [St...
& Months since Hire [...
& Previous Experienc...
ol Winarity Classificati...

r Bars Represent

© M of cases @ % of cases
@ cum. N Cum. %
@ Other statistic (e.g., mean)

Variable:
- |$MEAN(CurrentSalary[Current_...

Category Aus:
|zl Employment Category [Job_type] |

r Panel by

Rows:
-
[ Nestvariables (no empty rows
Columns:
-
H e e e

Template

[] Use chart specifications from:

[ ok ][ paste |[ Reset ][ cancel [ Help |

Figure 3.8
Click OK
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60000+

40000

Mean Current Salary

20000

o Employnif::‘:‘!ategory o
Figure 3.9

Resave SPSS Output file: Example3.1.spv

Boxplots

As with bar charts, you first choose a specific boxplot schema from an initial dialog box

Graphs > Legacy Dialogs > Boxplot

4 Boxplot -
EB 4 || Simple
Bﬂﬂ )| Clustered

Data in Chart Are
© Summaries for groups of cases
© Summaries of separate variables

Figure 3.10
Choose Simple
Click Define

and then choose the analytical variable (the one you want to see medians and interquartile ranges

for, the y axis), and the categorical variable (the x axis), e.g. employment category.
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;Té Define Simple Boxplot: Summaries for Groups of Cases *

|!ariab|e.

é) Employee Code [St.. &’ Current Salary [Current_salary] |

:;.’iGender[Gemer] T e
Educational Level (y. =

Employment Category [Job_typ...
& Beginning Salary [5t [l Empioy gory 3o .|
& Wonths since Hire .. - Label Cases by
é) Previous Experienc... | |
ol Minority Classificati ..

Panel by
Rows:

-

Columns

m[ Paste ][ Reset ][Cancel][ Help ]

Figure 3.11
Click OK

Output

125000+

100000 -TH8

75000

Current Salary
=
Fom
e ﬁ

50000

291 303
81

? e
25000 *
126

T T T
Clerical Custodial Manager

Employment Category

Figure 3.12
Resave SPSS Output file: Example3.1.spv
Histograms
SPSS has three different sets of commands for producing graphs. The easiest to learn and use are the
oldest "legacy" graphing commands. They give you graphs with a default visual style (colours used,
weight of lines, size of type, etc) that can be customized by hand.
Histograms are vexing because they can be alternately informative or deceptive, depending upon
how the bins (the bar boundaries) are chosen. They are useful and popular because they are
conceptually very simple, easy to draw and interpret, and if drawn well they can give a good visual

representation of the distribution of values of a variable.

Graphs>- Legacy Dialogs > Histogram
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X

Variable:

[ Previous Experience (months)... |

‘Tﬁ: Histegram

& Employee Code [St..

d GenderiGenderl | gripianny nora i
,{l Educational Level (y... b :
ol Employment Categ Panel by

& Current Salary [Curr... Rows:

& Beginning Salary [St.

& Wonths since Hire [ -

,{I Minority Classificati...

Columns

Template
[7] Use chart specifications from:

(o) (s (et ) ) i

Figure 3.13

The basic histogram command works with one variable at a time, so pick one variable from
the selection list on the left and move it into the Variable box. (A useful option if you expect
your variable to have a normal distribution is to Display normal curve.)

Output
1200 — Mean = 95 86
Std. Dev. = 104 586
N=474
100

a0
==
o
c
H -
=
o 60
2
[Ty

40

L1
L]
%
20—/
o T T T T T
0 100 200 300 400 s00
Previous Experience (months)
Figure 3.14

Resave SPSS Output file: Example3.1.spv

In this example, the distribution of the data is nothing like a normal distribution! To edit colours,
titles, scales, etc. double-click on the graph in the Output Viewer, then double-click on the graph

element you want to change.
Scatter Plots

Both simple scatter plots and scatter plot matrixes are pretty easy to produce.
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Graphs > Legacy Dialogs > Scatter/Dot

Takes you through two dialog boxes. First you choose the scatter plot schema you want to work
with,

%2 Scatter/Dot e

.- || Simple [ Matrix
: Scatter |i Scatter

;"','." Overlay )\ 3D
B Scatter 12728 Scatter
h‘Defmeu Cancel || Help

Figure 3.15

Choose Simple Scatter

And then you specify the variables with the x and y coordinates of the points you wish to plot.

g Simple Scatterplot *

¥ Axis:
f Employee Code [St.. |$ Current Salary [Current_salary] |

&4 Gender [Gender]

X Axis:
Jll Educational Level (y... o= —
"l Employment Categ.. |l&® Beginning Salary [Start_salary] ||

f Months since Hire [... Set Markers by
f Previous Experienc... - | |
£l Minarity Classificati...

Label Cases by

r Panel by
Rows:
-
Columns:
-
Template
[7] Use chart specifications from:

[ ok ][ paste |( Reset [ cancel | Help |

Figure 3.16
Click Ok

Output
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100000 @ 0
o
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o
@ 750007 go
o
8 o o
z
£
3
o
50000
25000
o
T T T T T
0 20000 40000 50000 80000

Beginning Salary

Figure 3.17

Resave SPSS Output file: Example3.1.spv
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Chapter 4 Descriptive statistics

To illustrate we shall use the employee data used in Chapter 3 (example3.1.sav).

Example 4.1

Figure 4.1 represents the first 20 out of 474 records illustrated in SPSS Data View.

Figure 4.2 Variable view

Save SPSS Data file: Example4.1.sav

Frequencies

Gender

m

-2 223232 =38 == =3 33 -3

Type
Mumeric
String
Numeric
Numeric
Numeric
Mumeric
Mumeric

MNumeric

Staff_id
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 10
11 11
12 12
13 13
14 14
15 15
16 16
17 17
18 18
19 19
20 20
Figure 4.1 Employee data
Name
1 Staff_id
2 Gender
3 Education_level
4 Job_type
5 Current_salary
6 Start_salary
7 Employ_time
8 Previous_Emply_time
g Minority_classification

Numeric

4
1
2
1
8
8
2
6
1

Width

Education_level

Decimals

o oo oo oo oo

Job_type

3 57000
1 40200
1 214580
1 21800
1 45000
1 32100
1 36000
1 21900
1 27900
1 24000
1 30300
1 25350
1 27780
1 35100
1 27300
1 40800
1 46000
3 103750
1 42300
1 26250

Label
Employee Code
Gender
Educational Level {years)
Employment Category
Current Salary
Beginning Salary
Manths since Hire
Previous Experience (manths)

Minority Classification

Current_salary

Start_salary
27000
18750
12000
13200
21000
13500
18750
9750
12750
13500
16500
12000
14250
16800
13500
15000
14250
27510
14250
11550

Values

None

I
[
[

(0,
(0,
0,
0,
(0,

Female}...

. 0 (Missing)}...
. 0 (Missing)}...
missingj...
missing}...
missing}...
missing}...
Noj...

Employ_time

98
98
98
98
98
98
98
98
98
98
98
98
98
98
97
97
97
97
97
97

Missing

None

None
0
0
0
0
0

None
9

Columns
10
7
"
8
10
10

Previous_Emply_time

144
36
381
190
138
67
114

115
244
143
26
34
137
66
24
48
70
103
48

Measure
& Scale
& Nominal
:[l Ordinal
:[l Ordinal
é’ Scale
& Scale
& Scale
& Scale
o Ordinal

Minority_classification

0

c oo oo e a4 aloceo oo o e ol e o

Role
N Input
N Input
“ Input
“ Input
“ Input
™ Input
N Input
N Input
N Input

Use frequencies menu to calculate a range of descriptive statistics for the current salary variable

(salary).

Select Analyze > Descriptives > Frequencies

Transfer salary to the Variable(s) box
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@ Frequencies

Variable(s):

=
|
& Employee Code [St.. |¢® current salary [Curr...|
&4 Gender [Gender] |
Format... |
| stle.. |

il Educational Level {y...
2l Employment Categ...

& Beginning Salary [3t... =Y

y Months since Hire [... Bootstrap...

& Previous Experienc...
ol Minority Classificati...

[ Display frequency tables

arva

Figure 4.3
Click on Statistics

Choose the required statistics

@ Frequencies: Statistics X
r Percentile Values r Central Tendency
[¥iQuartiles ! | ¥ Mean
] Cut paints for: 10 equal groups [ Median
[7] Percentile(s): [T Mmode
[ sum
Change
Remove

[] values are group midpoints

- Dispersion - Distribution
[« Std. deviation [ Minimum [ Skewness
[+ variance [ Maximum &/ Kurtosis
[] Range [] 8E. mean

|Cnnﬁ.nue| Cancel H.E_I.E

Figure 4.4
Click Continue

@ Frequencies

Variable(s):
y Employee Code [St.. Lf Current Salary [Curr...|
&4 Gender [Gender]
il Educational Level (y...
il Employment Cateqg...
& Beginning Salary [St...
qf Months since Hire [

y Previous Experienc...
ol Minority Classificat.

LI

jg;

[+ Display frequency tables

Figure 4.5
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Click on Charts

Choose the required statistics

@ Frequencies: Charts b4

Chart Type
© None

© Bar charts
©) Pie charts
@ Histograms:

[s:8how normal curve on histogram

.;:;.

[gontinue ) [ cancel |[ Hep |

Figure 4.6
Click Continue

12 Frequencies *

Variable(s): m
@5’ Employee Code [St... @5’ Current Salary [Curr...

&4 Gender [Gender]
,{I Educational Level (y...
E[I Employment Categ...

& Beginning Salary [St...
& Months since Hire [...

f Previous Experienc...
ol Minarity Classificati..

[« Display frequency tables

| ok || paste || Reset || cancel || Help |

arva -

Figure 4.7
Click OK
SPSS output
Statistics
Current Salary
I\ Walid 474
Missing 0
Mean 34419.57
Median 28875.00
Std. Deviation 17075661
Variance 2915782145
Skewness 2125
Std. Error of Skewness 12
Kurtosis 5.378
Std. Error of Kurtosis 224
Minimum 156750
Maximum 135000
Percentiles 25 24000.00
50 28875.00
75 3T162.50

Figure 4.8
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Histogram

120

100

80+ =

60

Frequency

40+

204

Mean = 3441957
Std. Dev. = 17075 661
N =474

=

25000

Figure 4.9

1
50000

I I T
75000 100000 125000

Current Salary

Save SPSS Output file: Example4.1.spv

Descriptives

Use descriptives menu to calculate a range of descriptive statistics for the current salary variable

(salary).

Select Analyze > Descriptives > Descriptives

Transfer salary to the Variable(s) box

"@ Descriptives

Variable(s):

f Emplayee Code [id]

,{I Educational Level (y...
,{I Employment Cateqg...
& Beginning Salary[s...
& Wonths since Hire [j...
f Previous Experienc...
ol Minority Classificati...

f Current Salary [salary]

[] Save standardized values as variables

[ Ok ][ Paste ][ Reset ][Cancel][ Help ]

Figure 4.10

Click Options and select the required statistics
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"@ Descriptives: Options

[ Mean

Dispersion
[+ Std. deviation [+ Minimum
[ Variance

Distribution

[+ Kurtosis

Display

Order

® Variable list
© Alphabetic
@ Ascending means

[ Magimum

@ Descending means

[Qonﬁnue][ Cancel ][ Help ]

Figure

4.11

Click Continue

"Q-'l Descriptives

Variable(s):

f Employee Code [id]

Jll Educational Level (y...
ol Employment Categ...
f Beginning Salary [s...
eg& Months since Hire [j...
f Previous Experienc...
il Minarity Classificati...

f Current Salary [salary]

ave standardized values as variables

| ok ]| paste || Reset |[cancel| [ Help |

X

Bootstrap...

Figure 4.12
Click OK
SPSS output
Descriptive Statistics
M Minimum | Maximum Mean Std. Deviation Wariance Skewness Kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic Statistic Std. Error | Statistic Std. Error

Current Salary 474 15750 135000 | 3441957 17075.661 2915782145 2125 12 5378 224
Walid N (listwise) 474

Figure 4.13

Save SPSS Output file: Example4.1.spv

From the SPSS solution, we observe the mean salary is 34419.57, standard deviation = 17075.66, etc.

Other SPSS methods to calculate descriptive statistics can be found via the frequencies menu.
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Chapter 5 Comparing means using the Students’ t test

SPSS contains a large range of parametric statistical testing procedures, including Students’ t tests
and analysis of variance for three or more samples. In this textbook we limit the discussion to one
and two sample t tests. If you are interested, then | have added a document within the online
resource which describes factorial experiments and their solution using Microsoft Excel and IBM

SPSS.

One sample t test

SPSS one-sample t-test tests if the mean of a single metric variable is equal to some hypothesized

population value.

Example 5.1

A local fish shop sells cod to customers with a hypothesised average weight of 400grams. The local
trading standards officers have received complaints from customers that the cod are a great deal
smaller than the advertised weight provided in the shop window. Trading standards have sampled 40

cod to be tested to confirm if the average cod weight is less than 400 grams?

Cod_weight_grams

Cod_weight_grams

415
3N
322
352
474
382
288
543
363
10 381
1" 33
12 506
13 430
14 409
15 487
16 294
17 356
18 361
19 388
20 435

Figure 5.1a

||~ ||| )

w

Save SPSS Data file: Example5.1.sav

Quick Data Check

sl
22
23
!
25
26
27
28
29
30
31
32
33
34
35
36
3T
38
39

40

Figure 5.1b

330
301
301
410
285
331
436
282
244
540
475
355
257
401
251
374
318
293
306
467

The first part of the analysis is to have a look at your data by using SPSS to create the histogram and

to provide summary statistics.

Analyze > Descriptive Statistics > Frequencies

Transfer Body Weight of the Cod to Variable(s) box
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Frequencies %

Variable(s): @
|& Body weight of the c... | E

™ o |

[ Display frequency tables

(Lo J{zsste J[ Reset ][ cancel | e |

Figure 5.2
Click on Charts

Choose Histograms and Show normal curve on histogram

Frequencies: Charts x

r Char Type
© MNgne
© Bar charts
@ Pie charts
@ Histograms:

[l :Show normal curve on histogram

r Chan Values

@ Frequencies @ Percentages
Figure 5.3
Click Continue

%3 Frequencies *

Variable(s):
Lf Body weight of the c| %

) | sue. |

Display frequency tables

(Lo J{ paste J[ Reset [ cancel | _tte |

Figure 5.4
Click OK

SPSS Output
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Histogram
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Std. Dev. = 79,308
N=40

o
& 6 /x
c
L0
3
T — I
: /
[T
4 — —_—
2 —
0 T T
200 300 400 500 800
Body weight of the cod in grams
Figure 5.5

Save SPSS Output file: Example5.1.spv

Assumptions One Sample T-Test

Results from statistical procedures can only be taken seriously insofar as relevant assumptions are
met. For a one-sample t-test, these are:

1. Independent and identically distributed variables (or, less precisely, “independent

observations”).
2. Normality: the test variable is normally distributed in the population. We observe from the

histogram above that the data looks approximately normal is shape.
Run SPSS One-Sample T-Test

Analyze > Compare Means > One-Sample T Test

Transfer Body Weight to Test Variable(s) box
Type 400 in Test Value box

& One-Sample T Test pd

TestVariable(s):
£’ Bodyweight ofthe c..
Bootstrap...

TestValue:

[ QK ][ Paste ][Beset ][Cancel][ Help ]

Figure 5.6

Click OK
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SPSS output

One-Sample Statistics

Std. Error
M Mean Std. Deviation Mean

Body weight ofthe cod in

grams 40 369.55 79.308 12.540

One-Sample Test

TestValue= 400
95% Confidence Interval ofthe
Mean Difference
1 df Sig. (2-tailed) Difference Lower Upper
Body weight of the cod in
grams -2.428 39 .0z20 -30.450 -55.81 -5.09
Figure 5.7

Resave SPSS Output file: Example5.1.spv
The actual t-test results are found in the One-Sample Test table.

The p value, denoted by “Sig. (2-tailed)” is 0.02; if the population mean is exactly 400 grams, then
there's only a 2% chance of finding the result we did. We usually reject the null hypothesis if p < 0.05.

We thus conclude that cod do not weigh 400 grams (but probably less than that).

It's important to notice that the p value of 0.02 is 2-tailed. This means that the p value consists of a
1% chance for finding a difference < - 30.45 grams and another 1% chance for finding a difference >
30.45 gram.

The Mean Difference is simply the sample mean minus the hypothesized mean (369.55 - 400 = -
30.45).

Conclusion

Regarding descriptive statistics, the very least we should report, is the mean, standard deviation and
N on which these are based. Since these statistics don't say everything about the data, we personally
like to include a histogram as well.

We may report the t-test results by writing “we found that, on average, cod weighed less than the 400
grams advertised by the fish shop owner [t(39) = - 2.428, two-tail p-value = 0.020.”

Two independent sample t-test

SPSS independent samples t-test is a procedure for testing whether the means in two populations on
one metric variable are equal. The two populations are identified in the sample by a dichotomous
variable. These two groups of cases are considered “independent samples” because none of the
cases belong to both groups simultaneously; that is, the samples don't overlap.

Example 5.2
A marketeer wants to know whether women spend the same amount of money on clothes as men.
She asks 30 male and 30 female respondents how much many Euros they spend on clothing each

month, resulting in example5.5.sav. Do these data contradict the null hypothesis that men and women
spend equal amounts of money on clothing?
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Gender || Spent_£_per_month Gender || Spent_£_per_manth ||
1 0 168.00 H 1 210.00
2 0 27.00 32 1 30.00
3 0 36.00 33 1 3.00
4 0 65.00 34 1 §0.00
5 0 303.00 35 1 5.00
6 0 111.00 36 1 48.00
7 0 12.00 37 1 6.00
8 0 510.00 38 1 1.00
9 0 82.00 33 1 3.00
10 0 109.00 40 1 193.00
11 0 45.00 Ll 1 154.00
12 0 392.00 42 1 18.00
13 0 20100 43 1 68.00
14 0 158.00 44 1 19.00
15 0 338.00 i L 40.00
16 0 16.00 e L 1.00
17 0 74.00 & ! 7.00
18 0 30.00 48 1 393.00
19 0 121.00 & ! 128.00
20 0 211.00 0 ! 7.00
21 0 44.00 51 ! 84.00
29 0 20.00 52 1 116.00
23 0 20.00 =3) 1 169.00
24 0 159.00 e ! 66.00
25 0 11.00 5 1 237.00
26 0 45.00 56 1 188.00
27 0 212.00 &7 ! 41.00
28 0 9.00 58 1 278.00
50 1 26.00
29 0 .00
30 0 500.00 - 80 ! 1200
Figure 5.8a Figure 5.8b
Name H Type H Width ” Decimals || Label || Values ” Missing ” Columns || Align H Measure ” Role
1 Gender MNumeric {0, Female}... MNone 10 = Right &5 Nominal “ Input
2 Spent_£_per_month Humeric 4 2 £'s spent on clothing per month Mane MNone 14 = Right & Scale ™ Input
Figure 5.9

Save SPSS Data file: Example5.2.sav

Quick Data Check

Before moving on to the actual t-test, we first need to get a basic idea of what the data looks like.
We'll take a quick look at the histogram for the amounts spent by running Frequencies.

Analyze > Descriptive Statistics > Frequencies

Transfer £'s spent to the Variables box
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Frequencies X

Wariable(s): @
&5 Gender |& £'s spent on clothin... | W

+ | sue. |

Display frequency tables

Lok J{gaste J[ Reset J{cancel [ e |

Figure 5.9
Click on Charts

Choose Histograms
Select Show normal curve on histogram

#3 Frequencies: Charts *

r Chart Type
©) MNone
@ Bar charts
@ Pie charts
@ Histograms:

§§how narmal curve on histogramf

r Chart Values

@ Frequencies @ Percentages

Figure 5.10

#2 Frequencies *

Variable(s): @
&b Gender |¢® £'s spent on clothin... | @

*) | oo |

Display frequency tables

(oK J{ Raste J{ Reset [ cancel [ telp |

Figure 5.11
Click OK

SPSS Output
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Histogram
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Figure 5.12

Save SPSS Output file: Example5.2.spv
These values look plausible. The maximum monthly amount spent on clothing (around £525) is not
unlikely for one or two respondents, the clear majority of whom spend under £100. Also, note that N =
60, which tells us that there are no missing values.
Assumptions Independent Samples T-Test
If we just run our test at this point, SPSS will immediately provide us with relevant test statistics and a
p-value. However, such results can only be taken seriously insofar as the independent t-test
assumptions have been met. These are:

1. Independent and identically distributed variables (or, less precisely, “independent

observations”).

2. The dependent variable is normally distributed in both populations.

3. Homoscedasticity: the variances of the populations are equal.
Assumption 1 is mostly theoretical.

Violation of assumption 2 hardly affects test results for reasonable sample sizes (say n >30). If this
doesn't hold, perhaps consider a Mann-Whitney test instead of the t-test.

If assumption 3 is violated, test results need to be corrected. For the independent samples t-test, the
SPSS output contains the uncorrected as well as the corrected results by default.

Run SPSS Independent Samples T-Test
Analyze > Compare Means > Independent-Samples T Test
Transfer £'s spent to Test Variable(s) box

Transfer Gender to Grouping Variable box
Click on Define box and choose groups as 0 and 1
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"».,.',-\ Independent-5amples T Test pd

TestVariable(s):
&% £'= spent on clothin... —
Bootstrap...

Grouping Variable:
|Gender(o 1) |
Define Groups...

[ QK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 5.13
Click OK
SPSS Output
From the first table, showing some basic descriptives, we see that 30 female and 30 male

respondents are included in the test. Female respondents spent an average of £136 on clothing each
month. For male respondents this is only £88. The difference is roughly £48.

Group Statistics
Std. Error

Gender M Mean Std. Deviation Mean
£'s spenton clothing per Female 30 | 136.0667 14314303 2613422
mentn Male a0 | 830333 9941223 1815011

Independent Samples Test
Levene's Test for Equality of
Variances ttest for Equality of Means
95% Confidence Interval of the
Mean Std. Error Difference
F Sig t df Sig. (2-tailed) Difference Difference Lower Upper

£ t lothi E |
o SpenLon EOTNg PEF - BALE vanances 2548 16 | 1510 58 137 4303333 31 81861 1665853 | 11172520

Equal variances not

assumed 1.510 51.695 137 48.03333 31.81861 -15.82434 11185101

Figure 5.14

Resave SPSS Output file: Example5.2.spv

As shown in the screenshot, the t-test results are reported twice. The first line ("equal variances
assumed") assumes that the assumption of equal variances has been met. If this assumption doesn't
hold, the t-test results need to be corrected. These corrected results are presented in the second line
("equal variances not assumed").

Whether the assumption of equal variances holds is evaluated using Levene's test for the equality of
variances. As a rule of thumb, if Sig. > 0.05, use the first line of t-test results. Reversely, if its p-value
(“Sig.”) < 0.05 we reject the null hypothesis of equal variances and thus use the second line of t-test
results.

The difference between the amount spent by men and women is around £48. The chance of finding
this or a larger absolute difference between the two means is about 14%. Since this is a fair chance,
we do not reject the hypothesis that men and women spend equal amounts of money on clothing.

Note that the p-value is two-tailed. This means that the 14% chance consists of a 7% chance of
finding a mean difference smaller than £48 and another 7% chance for a difference larger than £48.

Conclusion
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When reporting the results of an independent samples t-test, we usually present a table with the
sample sizes, means and standard deviations. Regarding the significance test, we'll state that “on
average, men did not spend a different amount than women; t(58) = 1.5, p = 0.14.”

Two dependent sample t-test

SPSS paired samples t-test is a procedure for testing whether the means of two metric variables are
equal in some population. Both variables have been measured on the same cases. Although “paired
samples” suggests that multiple samples are involved, there's really only one sample and two
variables.

Example 5.3

A local microbrewery advertises that drinking a pint of their special brew beer will dull the senses and
affect reaction times to complete everyday tasks. The microbrewery decides to test this by randomly
selecting 30 participants and asking them to perform some tasks before and after having a beer and
records their reaction times. For each participant, she calculates the average reaction time over tasks
both before and after the beer, resulting in example5.3.sav. Can we conclude from these data that a
single beer affects reaction time?

id Before_time_average After_time_average
1 1 992 1452
2 2 1110 1533
3 3 1086 1280
4 4 1442 1504
5 5 927 1093
6 6 1080 1291
7 8 1122 1405
8 10 826 999
9 12 1358 1397
10 14 1016 1137
il 15 1242 1427
12 17 1078 1128
13 18 1144 1272
14 20 1198 1430
15 Pl 1000 1229
16 22 1039 1180
17 23 1213 1485
18 24 1382 1576
19 25 1416 1578
20 26 900 974
21 27 1259 1321
22 28 1056 1015
23 30 1215 1255
24 Kh| 1455 1315
25 32 1337 1258
26 33 994 974
27 34 985 980
28 36 1110 1144
29 38 1169 1379
30 39 1825 1631

Figure 5.15
Save SPSS Data file: Example5.3.sav
Quick Data Check

Graphs > Legacy Dialogs > Scatter/Dot
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13 Scatter/Dot X

+_.pa"|| Simple || f e Matrix
T 0| Scatter  ||,4° Scatter

v i Overlay |- f.:| 3D
ﬂ"‘ ®| Scatter ||.#%%| Scatter
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Dot
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.
s

[Define | [ cancel || Help |

Figure' 5.16
Choose Simple Scatter
Click on Define

We then move Before_time_average and After_time_average to X-Axis and Y-AXxis.

3 Simple Scatterplat X

[ ) g
Average reaction time after drin..
Options...

X Axis:
¥ [ Average reaction time before d._ |

&> Participantidentifier ...

Set Markers by:

Label Cases by

r Panel by
Rows:
-
Columns
L
r Template
[] Use chart specifications from:

[ OK ”Easie”ﬂesei] Cancel [ Help ]
Figure 5.17 ' | '

Click OK

SPSS Output
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Figure 5.18
Save SPSS Output file: Example5.3.spv

Normal reactions times are between 800 and 1500 ms (= milliseconds). Neither variable has any
values that are way out of this normal range, so the data seem plausible. We also see a substantial
positive correlation between the variables; respondents who were fast on the first task tend to be fast
on the second task as well. The graph seems to suggest that the mean reaction time before a beer is
somewhere near 1100 ms (vertical axis) and after a beer perhaps 1300 ms (horizontal axis).

One respondent (right top corner, denoted “outlier”) is remarkably slow compared to the others.
However, we decide that its scores are not extreme enough to justify removing it from the data.

Assumptions Paired Samples T-Test

SPSS will happily provide us with test results, but we can only take those seriously insofar as the
assumptions for our test are met. For the paired samples t-test, these are:

1. Independent observations or, more precisely, independent and identically distributed
variables;
2. The difference scores between the two variables must be normally distributed in our
population.
The first assumption is often satisfied if each case (row of data values) holds a distinct person or other
unit of analysis. The normality assumption is mostly relevant for small sample sizes (say N < 30). If it's
violated, consider a Wilcoxon signed-ranks test instead of a t-test. However, our data seems to meet
both assumptions, so we'll proceed to the t-test.
Run SPSS Paired Samples T-Test
Analyze > Compare Means > Paired-Samples T Test

Select both variables and move them into the Paired Variables box.

Page | 45



+H'\ Paired-Samples T Test

&5 Participant identifier ..
& Average reaction tim...
f Awverage reaction tim...

Paired Variables:

Pair

Variable1

Variable2

1
2

Average .

. Average ...

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 5.19

Click on Options

Type in 95% into the Confidence Interval Percentage box

'lx.]:i Paired-5amples T Test: Options

X

Confidence Interval Percentage: %

Missing Values

(@ Exclude cases analysis by analysis

(©) Exclude cases listwise

[antinue][ Cancel ][ Help ]

i:igure 5.20
Click Continue
Click OK

SPSS Output

The first table (“Paired Samples Statistics”) presents the descriptive statistics we'll report. Since N =
30, we don't have any missing values on the test variables and as expected, the mean reaction time

before a beer (1166 ms) is lower than after a beer (1288 ms).

Paired Samples Statistics

Stal. Errar
Mean M Std. Deviation Mean
Pair1  Average reaction time
hefore drinking a beer 1165.87 30 206.274 37.660
Average reaction time
after drinking a beer 1288.07 30 195374 35.670
Figure 5.21
Paired Samples Correlations
M Correlation Sig.
Pair1  Average reaction time
befare drinking a heer &
Average reaction time 30 736 -000
after drinking a beer

Figure 5.22
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Paired Samples Test

Paired Differences

Mean

Std. Deviation

Std. Error
Mean

95% Confidence Interval of the

Difference

Lower

Upper

df

Sig. (2-failed)

Pair1  Average reaction time
befare drinking a heer-
Average reaction time
after drinking a beer

-122.200

146.353

26.720

-176.849

-67.551

-4.573

24

.0oo

Figure 5.23

Resave SPSS Output file: Example5.3.spv

On average, respondents slow down some 122 ms. We could have calculated this from the first table
ourselves. The p-value denoted by “Sig. (2-tailed)” is 0.000 (If we double-click it, we'll see it's precisely
0.000083, meaning a 0.0083 % chance.)

Sig. (2-tailed)

0.000083

Figure 5.24

So, if the population means are equal, there's a 0% chance of finding this result. We therefore reject
the null hypothesis. Even a single beer slows people down on the given tasks.

Note that the p-value is two-sided. This means that the p-value consists of a 0.00415% chance of
finding a difference < - 122 ms and another 0.00415% chance of finding a difference > 122 ms.

Conclusion

As we mentioned before, we'll always report the descriptive statistics obtained from the paired
samples t-test. For the significance test, we may write something like “Participants became slower
after drinking a single beer, t(29) = - 4.573, p = 0.000".
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Chapter 6 Chi-square and non-parametric tests

Chi-square test of association

Example 6.1

A sample of 183 year 1 students evaluated several undergraduate business courses at a local

university. The data are stored in the SPSS data file example6.1.sav.

Data view

First 20 records out of 183 student records

r
2
3
4
5
6
T
g

9
10
11
12
13
14
15
16
17
18
19
20

Figure 6.1 Data view

First_name

Thomas
Skylar
Hailey
Amelia
William
Brayden
Lily
Lydia
Kylie
Gabriel
Whyatt
Henry
Jayden
Robert
Easton
Kewvin
David
Lucas
Ellie
Dylan

Surname
Adams
Adams
Adams

Allen
Allen
Allen

Anderson

Anderson

Anderson

Anderson

Baker
Baker
Baker
Baker
Brown
Brown
Brown
Brown
Campbell
Campbell

Save SPSS Data file: Example6.1.sav

We'd now like to know:

Is study course associated with gender?

Gender

Module

4
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Since course and gender are nominal variables, we'll run a chi-square test to find out. Chi-square

independence test can be trusted if two assumptions are met:

1. independent observations. This usually -not always- holds if each case in SPSS holds a unique
person or other statistical unit. Since this is that case for our data, we'll assume this has been

met.

2. Fora2 by 2 table, all expected frequencies > 5.* For a larger table, no more than 20% of all

cells may have an expected frequency < 5 and all expected frequencies > 1.

SPSS will test this assumption for us when we'll run our test.
Select Analyze > Descriptive Statistics > Crosstabs
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2 Crosstabs X

&4 What's your first name? [ & What's currently your c...
&4 Whats your last name? [... E @
& How do you rate this cou... E
& How do you rate the teac... Column(s): m
& How do you rate the lect.. | &> Whats your gender? [G..]
f How do you rate the assi... E Style.
&’ How do you rate the lear... @
& How do you rate the lear... Layeriof ]l —————————————————

Previous Next

-y

. Display layer variables in table layers
[”] Display clustered bar charts
[] Suppress tables

(Lox J{ gsste J[ meset || cancel [ rei |

Figure 6.2
Click on Statistics and choose Chi-Square

#3 Crosstabs: Statistics *

[] Correlations

rNominal ——————— [ Ordinal

[] Contingency coefficient| | [] Gamma

[] Phi and Cramers V 7] Somers'd

[F] Lambda [7] Kendall's tau-b
[7] Uncertainty coefficient [] Kendall's tau-c

r Nominal by Interval 7] Kappa
[F] Eta [ Risk
[] McMemar

[ Cochran's and Mantel-Haenszel statistics
Testcommon odds ratio equals: |q

(gonunue ]| _cancer ||_rei |
Figure 6.3
Click Continue

12 Crosstabs X

&4 Whats your first name? [... & What's currently your c...

&4 Whats your last name? [... E W
& How do you rate this cou... m
f How do you rate the teac... Column(s): m
& How do you rate the lect... | &> Whats your gender? [G..]

& How do you rate the assi... E

& How do you rate the lear.

& Howdoyouratethe lear... | ayeriord— w

Previous

|—
o

-

. Display layer variables in table layers
[] Display clustered bar charts
[] Suppress tables

(oK J{ psste J[ Reset || cancel [ Hei |

Figure 6.4
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Click OK

SPSS output

Case Processing Summary

Cases
Walid Missing Tatal
Percent i Percent i Fercent
What's currently your
course? * What's your 183 100.0% 0 0.0% 183 100.0%
gender?
Figure 6.5

First off, we take a quick look at the Case Processing Summary to see if any cases have been

excluded due to missing values. In this example, no data missing.

What's currently your course? * What"s your gender? Crosstabulation

Count
What's your gender?
female male Total
What's currently your e-COMmMmerce 54 8 62
course? BCONOMICS 7 23 35
marketing 12 21 33
human resources 15 22 37
Other 4 12 16
Total 92 91 183
Figure 6.6

Next, we inspect our contingency table. Note that its marginal frequencies -the frequencies reported

in the margins of our table- show the frequency distributions of either variable separately.

Both distributions look plausible and since there's no “no answer” categories, there's no need to

specify any user missing values.

Chi-Square Tests

Asymptotic
Significance
Yalue df (2-sided)
FPearson Chi-Square 545049 .0oo
Likelihood Ratio 59.758 000
Linear-hy-Linear o
Association 25.597 1 000
M ofValid Cases 183

a. 0 cells (0.0%) have expected count less than 5. The minimum

expected countis 7.96.

Figure 6.7

Save SPSS Output file: Example6.1.spv

Page | 50



First off, our data meet the assumption of all expected frequencies > 5 that we mentioned earlier.
Since this assumption holds, we can rely on our significance test for which we use the Pearson Chi-
Square test statistic.

Right, we usually say that the association between two variables is statistically significant if
Asymptotic Significance (2-sided) < 0.05. Significance is often referred to as “p”, short for probability;
it is the probability of observing our sample outcome if our variables are independent in the entire
population.

Therefore, the asymptotic significance (2 sided) p-value = 0.000 < 0.05.
Conclusion:

we reject the null hypothesis that our variables are independent in the entire population
We report the significance test with something like

An association between gender and study course was observed, y*(4) = 54.504, p = 0.000

Further, | suggest including our final contingency table (with frequencies and row percentages) in
the report as well as it gives a lot of insight into the nature of the association.

Chi-square test of goodness-of-fit

SPSS one-sample chi-square test is used to test whether a single categorical variable follows a
hypothesized population distribution.

Example 6.2

A marketer believes that 4 smartphone brands are equally attractive. He asks 44 people which brand
they prefer, resulting in example6.2.sav. If the brands are equally attractive, each brand should be
chosen by roughly the same number of respondents. In other words, the expected frequencies under
the null hypothesis are 11 cases for each brand (44 cases/4brands = 11). The more the observed
frequencies differ from these expected frequencies, the less likely it is that the brands really are
equally attractive.

SPSS data
brand_appeal brand_appeal brand_appeal brand_appeal

1 1 12 3 23 1 34 3
2 1 13 4 24 3 35 1
3 1 14 3 25 3 36 4
4 4 15 3 26 3 ar 1
5 4 16 1 27 3 38 3
6 1 17 3 28 3 39 3
7 2 18 4 23 4 40 2
8 1 19 3 30 2 41 1
g 2 20 3 £} 2 42 1
10 3 21 1 32 3 43 2
11 2 22 1 33 1 44 3

Figure 6.8 a-d

Save SPSS Data file: Example6.2.sav
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Quick Data Check

Before running any statistical tests, we always want to have an idea what our data basically look like.
In this case we'll inspect a histogram of the preferred brand by running FREQUENCIES.

Analyze > Descriptive Statistics > Frequencies

Transfer Which Brand to Variable(s) box

*

t,-\ Frequencies

Variable(s): -
&5 Which brand of sma..

[+ Display frequency tables

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.9
Click on Charts

Choose Histograms
Choose Show normal curve on histogram

%3 Frequencies: Charts X

Chart Type

© None

© Bar charts
© Pie charts
@ Histograms:

[ :2how normal curve on histogram

| [Qontinue][ Cancel ][ Help ] |
|
Figure 6.10

Click on Continue

t,-\ Frequencies

Variable(s):
&5 Which brand of sma..

Charts...

Format...

Bootstrap...

: *

[+ Display frequency tables

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.11

Click on OK
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SPSS Output

Which brand of smartphone do you prefer?

Cumulative
Frequency Percent Walid Percent Percent

Yalid Samsung 14 318 3.8 318
HTC 7 15.9 1549 477
Apple 17 8.6 38.6 B6.4
Cther i 13.6 13.6 100.0
Total 44 100.0 100.0

Figure 6.12
Histogram

207 Mean = 2.34

St. Dev. =1.077
=44

15+
n
c
@
3
E‘ 107
w
o T T T T T T
0 1 2 3 4 5
Which brand of smartphone do you prefer?
Figure 6.13

Save SPSS Output file: Example6.2.spv

First, N = 43 means that the histogram is based on 43 cases. Since this is our sample size,
we conclude that no missing values are present. SPSS also calculates a mean and standard
deviation, but these are not meaningful for nominal variables, so we'll just ignore them.

Second, the preferred brands have rather unequal frequencies, casting some doubt upon the
null hypothesis of those being equal in the population.

Assumptions One-Sample Chi-Square Test

1. independent and identically distributed variables (or “independent observations”);
2. none of the expected frequencies are < 5;

The first assumption is a design issue and we will presume this assumption has been met.
Whether assumption 2 holds is reported by SPSS whenever we run a one-sample chi-square test.
Run SPSS One Sample Chi-Square Test

Analyze > Nonparametric Tests > Legacy Dialog > Chi-square

Transfer which brand of smartphone to the Test Variable List
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@ Chi-square Test X
I?_.st\fariable List: Exact..
@ Which brand of smart...

Expected Range
@ Get from data
© Uge specified range

Expected Values
@ All categories equal
© Values:

[ OK ][ Paste ][Beset ][Cancel][ Help ]

Figure 6.14
Click OK

SPSS Output

Which brand of smartphone do you prefer?

Observed M | Expected M | Residual
Samsung 14 11.0 3.0
HTC 7 11.0 -4.0
Apple 17 1.0 6.0
Other G 11.0 -5.0
Total 44
Figure 6.15

Under Observed N we find the observed frequencies that we saw previously.
Under Expected N we find the theoretically expected frequencies (= 11).

For each frequency the Residual is the difference between the observed and the expected frequency
and thus expresses a deviation from the null hypothesis.

Test Statistics
Which brand
of

smarphone

do you

prefer?
Chi-Square 7.818%
df 3
Asymp. Sig. .0a0

a. 0cells (0.0%) have
expected frequencies less
than 5. The minimum
expected cell fraquency is

11.0.

Figure 6.16

The Chi-Square test statistic sort of summarizes the residuals and hence indicates the overall
difference between the data and the hypothesis.
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The larger the chi-square value, the less the data “fit” the null hypothesis.
Degrees of freedom (df) specifies which chi-square distribution applies;

Asymp. Sig. refers to the p value and is 0.050 in this case. If you double click on the table and this
bumber value for p (= 0.050) then it will give you the number to a greater number of decimal places
(Asym. Sig (p-value) = 0.049922 = 0.05).

Test Statistics

Which brand
of
smartphone
do you
prefer?

Chi-Square 7.8187
df il

Asymp. Sig. 0.0499238

a. 0 cells (0.0%) have '
expected frequencies less !
than 5. The minimum
expected cell frequency is
11.0.

Figure 6.17

Resave SPSS Output file: Example6.2.spv

If the brands are exactly equally attractive in the population, there's a 5.0% chance of finding our
observed frequencies or a larger deviation from the null hypothesis. We usually reject the null
hypothesis if p < 0.05. Since this is not the case, we conclude that the brands are equally attractive in
the population.

Conclusion

When reporting a one-sample chi-square test, we always report the observed frequencies. The
expected frequencies usually follow readily from the null hypothesis so reporting them is optional.

Regarding the significance test, we usually write something like “we could not demonstrate that the
four brands are not equally attractive; x?(3) = 7.818, p-value = 0.05.”

Cochran Q test

SPSS Cochran Q test is a procedure for testing if the proportions of 3 or more dichotomous variables
are equal in some population. These outcome variables have been measured on the same people or
other statistical units.

Example 6.3

The principal of some university wants to know whether three examinations are equally difficult.
Fifteen students took these examinations. The results are as follows:
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id Result_1 Result_2 Result_3
1 1 0 1 1
2 2 0 1 1
3 3 1 1 1
4 4 1 0 1
5 5 0 0 0
6 6 1 1 1
[ 7 1 1 1
8 8 1 0 1
9 9 1 1 1
10 10 0 0 1
11 1 1 1 1
12 12 1 1 1
13 13 1 0 1
14 14 1 0 0
15 15 0 0 1
Figure 6.18

Save SPSS Data file: Example6.3.sav
Quick Data Check

It's always a good idea to take a quick look at what the data look like before proceeding to any
statistical tests. We'll open the data and inspect some histograms by running FREQUENCIES.

Analyze > Descriptive Statistics > Frequencies

Transfer the three test variables to the Variables box

*

ﬂﬁ Frequencies

Variable(s):
&5 Student D [id] &> eCommerce [Resu... | —

&5 Introduction to Res..

&> Advanced Statistics...

[&/| Display frequency tables

| ok ][ paste || Reset || cancel]| Heip |

Figure 6.19

Click on Charts
Choose Histograms

Page | 56



Frequencies: Charts >

r Chart Type
© nNone
© Bar charts

© Pie charts

@ Histograms:

Show normal curve on histogram

r Chart Values
@ Frequencies @ Percentages

Figure 6.20

Click on Continue
Click on OK

SPSS Output

eCommerce

Mean = &7
Std. Dev. = 488
N=15

Frequency

5

eCommerce

Figure 6.21

Introduction to Research Methods

Mlean = 53
Std. Dev. = 516
N=15

Frequency
i

0 5 10

Introduction to Research Methods

Figure 6.22
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Advanced Statistics

Mean = 87
Std. Dev. = 352
N=15

1259

10,09

Frequency
~
o
1

0o T T
-5 0 5 10 15

Advanced Statistics

Figure 6.23
The histograms indicate that the three variables are indeed dichotomous (there could have
been some “Unknown” answer category but it doesn't occur). Since N = 15 for all variables,
we conclude there's no missing values. Values 0 and 1 represent “Failed” and “Passed”.
We therefore readily see that the proportions of students succeeding range from 0.53 to 0.87.
Save SPSS Output file: Example6.3.spv
Assumptions Cochran Q Test

Cochran's Q test requires only one assumption:

Independent observations (or, more precisely, independent and identically distributed
variables);

Running SPSS Cochran Q Test
Analyze > Nonparametric Tests > Legacy Dialogs > K Related Samples

Transfer the three test variables to the Variables box
Choose Cochran’s Q

ﬂﬁ Tests for Several Related Samples *
TestVariables:
&5 Student |D [id] & eCommerce [Resu... Exadt..
& Introduction to Res...
& Advanced Statistics...

Test Type
[7] Friedman [ Kendall's W [ Cochran's Q

[ QK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.24
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Click on Statistics and choose Descriptives

WE Several Related Samples: Stati... X

| Quartiles

[Qunﬁnue][ Cancel ][ Help ]

Figure 6.25

Click Continue

ﬂﬁ Tests for Several Related Samples

TestVariables:

&5 Student D [id] & eCommerce [Resu...
& Introduction to Res...
& Advanced Stafistics ..

Test Type

[ Ok ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.26
Click OK

SPSS Output

iy
[}
®

The first table (Descriptive Statistics) presents the descriptives we'll report.

Descriptive Statistics
[+l Mean Std. Deviation | Minimum | Maximum
eCommerce 15 L:Ti 488 0 1
Introduction to Research
Methods 15 &3 A16 0 1
Advanced Statistics 15 87 352 0 1
Figure 6.27

Since N = 15, the descriptives once again confirm that there are no missing values and the

proportions range from 0.53 to 0.87.

Page | 59



Cochran Test

Frequencies

Yalue
0 1
eCommerce A 10
Introduction to Research
Methads 7 8
Advanced Statistics 2 13
Test Statistics
M 15
Cochran's @ 4.750%
df 2
Asymp. Sig. 093

a. 0istreated as a
SUCCESS.

Figure 6.28
Resave SPSS Output file: Example6.3.spv
The table Test Statistics presents the result of the significance test. The p-value (“Asymp. Sig.”) is
0.093; if the three tests really are equally difficult in the population, there's still a 9.3% chance of
finding the differences we observed in this sample. Since this chance is larger than 5%, we do not
reject the null hypothesis that the tests are equally difficult.
Conclusion
When reporting the results from Cochran's Q test, we first present the descriptive statistics. Cochran's

Q statistic follows a chi-square distribution, so we'll report something like “Cochran's Q test did not
indicate any differences among the three proportions, x2(2) = 4.75, p-value = 0.093.

Binomial test

SPSS binomial test is used for testing whether a proportion from a single dichotomous variable is
equal to a presumed population value.

Example 6.4

A university claims that 75% of the student population is female. A random sample of 15 students are
identified and 7 are found to be female. Is there any evidence for the claim to be true?

SPSS data

Page | 60



id gender
1 1 1
2 2 1
3 3 1
4 4 0
5 5 0
6 6 0
7 7 1
8 8 1
9 9 0
10 10 1
1 1 1
12 12 0
13 13 1
14 14 0
15 15 0
Figure 6.29

Save SPSS Data file: Example6.4.sav

Data Check

Let's first take a quick look at the FREQUENCIES for gender. Like so, we can inspect whether there

are any missing values and whether the variable is really dichotomous. We'll run some

FREQUENCIES.
Analyze > Descriptives > Frequencies
Transfer Gender variable to the Variables box

#3 Frequencies *

Variable(s).
,{I Student unique iden... &3 Student gender [gen...

[ Display frequency tables

[ OK ][ Paste ][Beset ][Cancel][ Help ]

Figure 6.30

Click OK

SPSS Output

Statistics
Student gender
M Walid 15
Missing
Student gender
Cumulative
Frequency Percent | Walid Percent Percent
Walid  Female 7 46.7 46.7 46.7
Male g 533 533 100.0
Total 15 100.0 100.0
Figure 6.31
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Save SPSS Output file: Example6.4.spv

The output tells us that there are no missing values and the variable is indeed dichotomous. We can
proceed our analysis with confidence.

Assumptions Binomial Test
For the binomial test we need just one:

Independent observations (or, more precisely, independent and identically distributed
variables).

Run SPSS Binomial Test
We'd like to test whether the proportion of females differs from 0.75 (our test proportion). Now SPSS
Binomial Test has a very odd feature: the test proportion we enter applies to the category that's first
encountered in the data.
So, the hypothesis that's tested depends on the order of the cases. Because our test proportion
applies to females (rather than males), we need to make sure that our females are at the top of the
data file.
Select Data > Sort Cases

Transfer Student Gender to Sort by box

+\..|-'| Sort Cases X

Sort by
&5 Student unigue iden... &5 Student gender [gen...

Sort Order
@ Ascending
©) Descending

Save Sorted Data
[7] 3ave file with sorted data

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.32

Click OK
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id
1 4
2 5
3 5
4 9
5 12
6 14
7 15
8 1
9 2
10 3
11 7
12 8
13 10
14 1
15 13

Figure 6.33

gender

[ T N N R e A= IR = A== =]

Next, we'll run the actual binomial test.

Analyze > Nonparametric Test > Legacy Dialog > Binomial

Transfer Student Gender to Test Variable List box

Type 0.75 into Test Proportion box

+~..|:| Binomial Test

TestVariable List

d:l Student unique identifi...

& Student gender [gen...

Define Dichotomy
@ Getfrom data
@ Cut point;

Test Proportion:

[ QK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.34
Click OK

SPSS Output

Binomial Test

Observed Exact Sig. (1-
Category &l Prop. Test Prop. tailed)
Student gender  Group 1 | Female 7 A7 75 0178
Group 2 | Male ] A3
Total 15 1.00

a. Alternative hypothesis states thatthe proportion of cases in the first group = 75,

Figure 6.35
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Resave SPSS Output file: Example6.4.spv

Since we have 7 females out of 15 observations, the observed proportion is (7 / 15 = 0.47).

Our null hypothesis states that this proportion is 0.75 for the entire population.

The p-value denoted by Exact Sig. (1-tailed) is 0.017. If the proportion of females is exactly 0.75 in the
entire population, then there's only a 1.7% chance of finding 7 or fewer female spiders in a sample of
N = 15. We often reject the null hypothesis if this chance is smaller than 5% (p < 0.05). We conclude
that the proportion of females is not 0.75 in the population but probably (much) lower.

Note that the p value is the chance of finding the observed proportion or a “more extreme” outcome. If
the observed proportion is smaller than the test proportion, then a more extreme outcome is an even
smaller proportion than the one we observe. We ignore the fact that finding very large proportions
would also contradict our null hypothesis. This is what's meant by (1-tailed).*

Conclusion

Regarding the significance test, we'll write something like “a binomial test indicated that the proportion
of females of 0.47 was lower than the expected 0.75, p = 0.017 (1-sided)”.

McNemar test

Example 6.5

A marketer wants to know whether two products are equally appealing. He asks 20 participants to
try out both products and indicate whether they'd consider buying each products (“yes” or “no”).
This results in product_appeal.sav. The proportion of respondents answering “yes, I'd consider
buying this” indicates the level of appeal for each of the two products.

The null hypothesis is that both percentages are equal in the population.

SPSS data file

id product_a product_b
1 1 1 1
2 2 0 0
3 3 1 1
4 4 0 1
5 5 0 1
6 6 0 0
7 T 0 0
8 8 0 1
9 9 0 0
10 10 1 1
11 1 0 1
12 12 0 1
13 13 0 0
14 14 1 1
15 15 0 0
16 16 1 1
17 17 1 1
18 18 1 1
19 19 0 1
20 20 0 0
Figure 6.36
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Save SPSS Data file: Example6.5.sav

Quick data check

Before jumping into statistical procedures, let's first just look at the data. A graph that basically tells
the whole story for two dichotomous variables measured on the same respondents is a 3-d bar
chart.

Graph > Legacy Dialogs > 3-D Bar

%3 3D Bar Charts X

X-axis represents
@

@ Separate variables

@ Individual cases

Z-axis represents
@ Groups of cases
©) Separate variables

@ Individual cases

[Deﬁne][Cancel][ Help ]

Figure 6.37
Click on Define

Select Number of cases and move product_a (X Category Axis) and product_b (Z Category
Axis) into the appropriate boxes.

t-‘ Define 3-D Bar: Summaries for Groups of Cases X

Bars Represent:
& Participant id [id] [Number of cases -]

]
X Category Axis:

-» 9‘) Would you consider
Z Category Axis:
& Would you consider ...

Panel by Stack/Cluster by (Up to 2 Variables)
Rows Stack
. |
L3
Cluster within X
o o
Cluster within Z:
Columns -» |
L3
Ll

Template
[] Use chart specifications from

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.38
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Click OK

SPSS output
.
]
3
o
.
o o
- e Yes e : “
fould yoy n wWoud¥ling
M S
Figure 6.39

Save SPSS Output file: Example6.5.spv

The most important thing we learn from this chart is that both variables are indeed dichotomous.
There could have been some “Don't know/no opinion” answer category but both variables only have
“Yes” and “No” answers. There are no system missing values since the bars represent (6 +7+7 +0

=) 20 valid answers which equals the number of respondents.

Second, product_b is considered by (6 + 7 =) 13 respondents and thus seems more appealing than
product_a (considered by 7 respondents).

Third, all of the respondents who consider product_a consider product_b as well but not reversely.
This causes the variables to be positively correlated and asks for a close look at the nature of both
products.

McNemar test

The results from the McNemar test rely on just one assumption:

Independent and identically distributed variables (or, less precisely, “independent
observations”)

Select Analyze > Nonparametric Tests > Legacy Dialogs > 2 Related Samples

Transfer variables to the Test Pairs box
Choose McNemar test
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ﬁ Two-Related-Samples Tests X
Test Pairs: E
& Participant id [id] Pair  |variablel  |variable2 | -
&5 Would you consider .. 1 g5 Wouldy.. g5 Wouldy... m
&5 Would you consider . 2
=
Test Type
[ Wilcoxon
[ sign
i
[ Marginal Homogeneity
| OK I Paste || Reset || Cancel He_lE
Figure 6.40
Click on Options
i@ Two-Related-Samples: Opt... X
| r Stati
[] Quartiles
r Missing Values
@ Exclude cases test-by-test
© Exclude cases listwise
|Canﬁ.nue| Cancel HE-IE
Figure 6.41
Click Continue
i@ Two-Related-Samples Tests X
Test Pairs: E
& Participant id [id] Pair  |variable1  |variable2z | + -
&5 Would you consider .. 1 &b Wouldy.. g Wouldy.. [ options._ |
& Would you consider .. 2
=
Test Type
[ Wilcoxon

D.SI n

Figure 6.42
Click OK

SPSS McNemar Output
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The first table (Descriptive Statistics) confirms that there are no missing values. Note that SPSS
reports means rather than proportions. However, if your answer categories are coded 0 (for
“absent”) and 1 (for “present”) the means coincide with the proportions.*

Descriptive Statistics
N Mean Std. Deviation | Minimum | Maximum
Would you consider
buying product A? 20 35 489 0 !
Would you consider
huying product B7 20 B85 488 0 1

Figure 6.43
The proportions are (exactly) 0.35 and 0.65.
The difference is thus - 0.3 where we expected 0 (equal proportions).

Would you consider buying product A7 & Would you

consider buying product B?
Waould you consider buying
{ ?
Would you consider product B
buying product A? Mo Yes
Mo 7 i
Yes 0 7

Figure 6.44
The final table (Test Statistics) shows that the 2-tailed p-value is 0.031. If the two proportions are
equal in the population, there's only a 3.1% chance of finding the difference we observed in our
sample.
Usually, if p-value < 0.05, we reject the null hypothesis.

We therefore conclude that the appeal of both products is not equal.

Test Statistics®

Would you
consider
buying
product A? &
Would you
consider
buying
product B?

M 20
Exact Sig. (2-tailed) 03

a. McMemar Test

h. Binomial distribution used.

Figure 6.45
Note that the p-value is two-sided. It consists of a 0.0155% chance of finding a difference smaller
than (or equal to) - 0.3 and another 0.0155% chance of finding a difference larger than (or equal to)
0.3.

Resave SPSS Output file: Example6.5.spv

Sign test for one sample median
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A sign test for one median is often used instead of a one sample t-test when the latter's assumptions
aren't met by the data. The most common scenario is analyzing a variable which doesn't seem
normally distributed with few (say n < 30) observations.

Example 6.6

A car manufacturer had 3 commercials rated on attractiveness by 18 people. They used a percent
scale running from 0 (extremely unattractive) through 100 (extremely attractive). A marketer thinks a
commercial is good if at least 50% of some target population rate it 80 or higher. Now, the score that
divides the 50% lowest from the 50% highest scores is known as the median. In other words, 50% of
the population scoring 80 or higher is equivalent to our null hypothesis that

Ho: the population median is at least 79.5 for each commercial
If this is true, then the medians in our sample will be somewhat different due to random sampling
fluctuation. However, if we find very different medians in our sample, then our hypothesized 79.5

population median is not credible, and we'll reject our null hypothesis.

SPSS data SPSS data (same data for Examples 6.6 — 6.8)

=

Gender | Age_group | Edu_level | Family_salary £ | Rating_Family_| Rating_Teenager Rating_Eco_|Family_car | Teenager_car_| Eco_car,

Car_advert _car_advert Car_advert advert advert _advert
1 1 0 3 3 58000 94 Kyl 60 1 0 0
2 2 1 1 3 44500 92 58 67 1 0 0
3 3 0 2 3 67000 100 66 66 1 0 0
4 4 0 1 3 42000 92 49 39 1 0 0
5 5 0 1 3 24000 93 36 100 1 0 1
] G 1 2 2 44000 49 70 78 0 0 0
7 7 1 1 4 59000 53 50 61 0 0 0
i i 1 3 4 37000 58 46 83 0 0 1
9 9 0 3 4 63000 95 29 53 1 0 0
10 10 0 2 4 41000 89 75 92 1 0 1
" 1 0 1 3 52000 100 34 47 1 0 0
12 12 1 3 5 63000 84 7 59 1 0 0
13 13 1 2 3 59000 88 53 95 1 0 1
14 14 1 1 4 57000 73 74 63 0 0 0
15 15 1 2 4 52000 78 70 66 0 0 0
16 16 1 3 4 59000 88 76 a7 1 0 0
17 17 0 3 4 47000 86 88 kj| 1 1 0
18 18 0 2 3 49000 90 14 72 1 0 0
Figure 6.46

Save SPSS Data file: Example6.6.sav

Quick Data Check - Histograms

Let's first take a quick look at what our data look like in the first place.
Graphs > Legacy Dialogs > Histogram

Transfer Rating family car advert variable into Variable box
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f]ﬁ Histogram X

Wariable:
&bid \ &> Family car advert [Family_car_...

& Gender (Gender] [7] Display normal curve
&5 Age Group [Age_gr..
& Highest level of ed Panel by
& Gross salary over 2., Rows
% Teenager car adver...
&b Electric car advert[.. -
B
Columns
-
B
Template

[] Use chart specifications from:

[ ok ][ Paste |[ Reset |[ cancel|[ Help |

Figure 6.47

Click OK
Repeat for the other two advert ratings.

SPSS output

57 ] Mean = 8344 &9 | Mean =55
Stel. Dev. =15.44 Std. Dev. = 20 304
N=18 N=18
-
p |
+
k! »
= c
a @
g_ 3
g 3 ]
2 <
w [
o i
.
-
. —
&} T T T T 0 T T
40 B0 80 100 o 20 4 100
Rating for the family car advert Rating for the teenager car advert

Figure 6.48 Figure 6.49

Mean = 65.5
Stel. Dev. = 16.947
=18

3

Frequency

T T
20 4 [ B0 100 120
Rating for the eco car advert

Figure 6.50
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First, note that all distributions look plausible. Since n = 18 for each variable, we don't have
any missing values. The distributions don't look much like normal distributions. Combined with
our small sample sizes, this violates the normality assumption required by t-tests, so we run
the non-parametric equivalent “sign test”.

Save SPSS Output file: Example6.6.spv

Quick Data Check - Medians

Our histograms included mean scores for our 3 outcome variables but what about their medians?
Very oddly, we can't compute medians -which are descriptive statistics- with DESCRIPTIVES. We
could use FREQUENCIES but we prefer the table format we get from MEANS as shown below.

Click on Analysis > Descriptives > Frequencies

Transfer the 3 ratings variables into the Variable(s) box

ﬁ'ﬁ Frequencies

&b id

&> Gender [Gender]

&5 Age Group [Age_gro...
&5 Highest level of edu...

&7 Gross salary over 2...
&5 Family car advert [Fa...

&5 Teenager car advert ..
&> Electric car advert [E...

[ Display frequency tables

Variable(s).

4% Rating for the family ...
4% Rating for the teena...
4% Rating forthe eco ca...

| ok ][ paste || Reset || cancel|| Help |

Figure 6.51
Click on Statistics
Choose Mean and Median

ﬂ'ﬁ Frequencies: Statistics

Percentile Values
[] Quartiles
[] Cut points for: equal groups

[] Percentile(s):

Dispersion

[7] Std. deviation [] Minimum
[] Variance [] Magimum
[7] Range [[] SE. mean

Central Tendency
! Mear
[+ Median
[C] Mode
[ sum

[] values are group midpoints
Distribution
[[] Skewness
[[] Kurtosis

[Qonu’nue][ Cancel ][

Help |

Figure 6.52
Click on Continue

Click on OK

X
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SPSS Output

Statistics

Rating for the Rating far the
family car teenager car Rating far the
advert advert eco car advert
N Walid 18 18 18
Missing 0 0 0
Mean 83.44 55.00 65.50
Median 88.50 55.50 64.50

Figure 6.53

Only our first advertisement (“family car”) has a median of 88.50 which is close to 79.5. The
other 2 commercials have much lower median values (55.5, 64.5). But are they different
enough for rejecting our null hypothesis?

Resave SPSS Output file: Example6.6.spv

SPSS Sign Test - Recoding Data Values
SPSS includes a sign test for two related medians but the sign test for one median is absent.

But remember that our null hypothesis of a 79.5 population median is equivalent to 50% of the
population scoring 80 or higher. And SPSS does include a test for a single proportion (a percentage
divided by 100) known as the binomial test. We'll therefore just use binomial tests for evaluating if the
proportion of respondents rating each commercial 80 or higher is equal to 0.50.

The easy way to go here is to RECODE our data values: values smaller than the hypothesized
population median are recoded into a minus (-) sign. Values larger than this median get a plus (+)
sign. It's these plus and minus signs that give the sign test its name. Values equal to the median are
excluded from analysis so we'll specify them as missing values.

Select Transform > Recode into Different Variables
Transfer the three car rating variables into Numeric Variable -> Output Variable box

"QJ Recode into Different Variables X

MNumeric Variable -= Qutput Variable:
& id Rating_Family_Car_advert —= ? Name:
é'_b Gender [Gender] Rating_Teenager_car_advert —= 7 |_

&5 Age Group [Age_gro... Rating_Eco_Car_advert —= 7

& Highest level of edu... Label:

@@ Gross salary over 2... | |
&5 Family car advert [F ...

&5 Teenager car advert...
&b Electric car advert [E...

Output Variable

(optional case selection condition)
C] [Beset ][Cancel][ Help ]

Figure 6.54

Click on the first variable “Rating_Family_Car_advert” and in Name and Label box type
“Family” and “Family_Car”. Now click on Change.

Repeat for the other two variables.
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"@ Recode into Different Variables x

Mumeric Wariable -= Qutput Variable:

Output Variable

&) id Rating_Family_Car_advert —= Family Name:

&5 Gender [Gender] Rating_Teenager_car_advert—- Teen... | | ——

& Age Group [Age_aro... Rating_Eco_Car_advert — Eco [Eco |
&5 Highest level of edu... Label:

@5 Gross salary over 2. |Eco car |
&5 Family car advert [F...

&5 Teenager car advert...

&5 Electric car advert [E...

Old and Mew Values...
(optional case selection condition)

[Beset ][Cancel][ Help ]

Figure 6.55
Click on “Rating_Family _Car_advert” then click on Old and New Values ...
We need to code as follows:

e Lowestthru79.5>0 (represents below median)
e 79.5thru Highest>1 (represents above median)

Please note that we should include the possibility that a value of 79.5 exists — remember we
do not want to include this possibility in the analysis given we are only interested in values
less than or greater than 79.5.

To exclude values = 79.5, then we add an extra recode 79.5 equates to -10000.

ﬁ-\ Recode into Different Variables: Old and Mew Values x

Old Value Mew Value
@ Value: @ Value: |

| | @ System-missing
© System-missing © Copy old value(s)
© System- or user-missing
© Range: 0ld —= New:

79.5 —=-10000

Lowestthru 79.5 —=0
79.5thru Highest —= 1

@ Range, LOWEST through value:

(@ Rangg, value through HIGHEST:
[7] Output variables are strings
@ All othervalues

[Qontinue][ Cancel ][ Help ]

Figure 6.56

Click Continue

Click OK
SPSS output

The new codes will operate for all three variables Family, Teenager, and Eco.
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wo|~o|m| e w|n)a

10
"
12
13
14
15
16
17
18

id Gender | Age_group | Edu level | Family_salary £ | Rating Family_|Rating Teenager Rating Eco | Family_car_advert |Teenager car Eco_car
Car_advert _car_advert Car_advert _advert _advert
1 0 3 3 58000 94 3 60 1 0 0
2 1 1 3 44500 92 58 67 1 0 0
3 0 2 3 67000 100 68 66 1 0 0
4 0 1 3 42000 92 43 39 1 0 0
5 0 1 3 24000 93 36 100 1 0 1
6 1 2 2 44000 48 70 78 0 0 0
7 1 1 4 59000 53 50 61 0 0 0
3 1 3 4 37000 58 46 83 0 0 1
9 0 3 4 63000 95 29 53 1 0 0
10 0 2 4 41000 89 75 92 1 0 1
11 0 1 3 52000 100 34 a7 1 0 0
12 1 3 5 63000 84 Ll 59 1 0 0
13 1 2 3 59000 88 53 95 1 0 1
14 1 1 4 57000 73 74 63 0 0 0
15 1 2 4 52000 78 70 66 0 0 0
16 1 3 4 59000 88 76 47 1 0 0
17 0 3 4 47000 86 88 31 1 1 0
18 0 2 3 49000 90 14 72 1 0 0

Figure 6.57

Resave SPSS Data file: Example6.6.sav

SPSS Binomial Test Menu

Family

1.00
1.00
1.00
1.00

00

00

.00
1.00
1.00
1.00
1.00
1.00

00

.00
1.00
1.00
1.00

Teenager Eco

.00
00
00

.00

.00
00
00

.00

.00
00
00

.00
00
00

.00

.00

1.00
00

Minor note: the binomial test is a test for a single proportion, which is a population parameter. So, it's
clearly not a nonparametric test. Unfortunately, “nonparametric tests” often refers to both

nonparametric and distribution free tests -even though these are completely different things.

Select Analyze > Nonparametric Tests > Legacy Dialogs > Binomial

Transfer the three re-coded variables into the Test Variable List box

Choose Test Proportion = 0.5

i@ Binomial Test *
TestVariable List:

&5 Family car [Family]
&5 Teenager car [Teen...

& Eco car [Eco]

&5 AQE Group [AQE_Or0. o
&5 Highest level of edu...
f Gross salary over 2.
@@ Rating for the family...
ﬁ Rating for the teena...
& Ratingforthe eco ...

&5 Family car advert [F...
&5 Teenager car advert .
&5 Electric car advert [E...|=

Define Dichotomy
@ Get from data
© Cut point:

Test Proporion:

| ok || aste || Reset || cancel| | Hep |

Figure 6.58

Click OK

SPSS Output
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Binomial Test

Qbserved Exact Sig. (2-
Category I Prop. Test Prop. tailed)

Family car Group 1 1.00 13 72 .50 096
Group 2 .00 g .28
Total 18 1.00

Teenagercar  Group 1 .00 17 94 50 .000
Group 2 1.00 1 .06
Total 18 1.00

Ecocar Group 1 .00 14 78 .50 .03
Group 2 1.00 4 .22
Total 18 1.00

Figure 6.59
Resave SPSS Output file: Example6.6.spv

Note: Category 1.00 represents above median (+), and .00 represents below media (-).
For Family car

We saw previously that our first advert (“family car’) has a sample median of 89.5. Summary - 5 out of
18 cases score lower than 79.5, and the observed proportion is (5 /18 =) 0.28 or 28%. The
hypothesized test proportion is 0.50; p (denoted as “Exact Significance (2-tailed)”) = 0.096: the
probability of finding our sample result is roughly 10% if the population proportion really is 50%. We
generally reject our null hypothesis if p < 0.05, so our binomial test does not refute the hypothesis that
our population median is 79.5 given p = 0.096 > 0.05.

For Teenager car

We saw previously that our second advert (“teenager car’) has a sample median of 55.5. Our p-value
of 0.000 means that we've a 0% probability of finding this sample median in a sample of n = 18 when
the population median is 79.5. Since p = 0.000 < 0.05, we reject the null hypothesis: the population
median is not 79.5 but -presumably- much lower.

For Eco car

We saw previously that our third advert (“eco car’) has a sample median of 64.5. Our p-value of 0.031
means that we've a 3% probability of finding this sample median in a sample of n = 18 when the

population median is 79.5. Since p = 0.031 < 0.05, we reject the null hypothesis: the population
median is not 79.5 but -presumably lower.

Sign test for two sample medians

The sign test for two medians evaluates if 2 variables measured on 1 group of cases are likely to have
equal population medians. It can be used on either metric variables or ordinal variables. For
comparing means rather than medians, the paired samples t-test and Wilcoxon signed-ranks test are
better options.

Example 6.7

Re-consider Example 6.6 SPSS data (same data for Examples 6.6 — 6.8)
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Data check

& Gross salary over 2.

id Gender | Age_group | Edu_level Family_salary_£ | Rating_Family_|Rating_Teenager Rating_Eco_
Car_advert car_advert Car_advert
1 1 0 3 3 58000 94 31 60
2 2 1 1 3 44500 92 58 67
3 3 0 2 3 67000 100 66 66
4 4 0 1 3 42000 92 49 39
5 3 0 1 3 24000 93 36 100
6 6 1 2 2 44000 49 70 78
7 7 1 1 4 59000 53 50 61
8 8 1 3 4 37000 58 46 83
9 g 0 3 4 63000 95 29 53
10 10 0 2 4 41000 L] 75 92
1 11 0 1 3 52000 100 kT 47
12 12 1 3 5 63000 84 71 L]
13 13 1 2 3 59000 88 53 95
14 1 1 4 57000 73 74 B3
15 1 2 4 52000 78 70 66
16 1 3 4 59000 83 76 47
17 0 3 4 47000 86 88 31
18 0 2 3 49000 30 14 72
Figure 6.60
Save SPSS Data file: Example6.7.sav
Analyze > Descriptive Statistics > Frequencies
Transfer the rating variables into Variable(s) box
#2 Frequencies et
Variable(s):
[ (g id | & Rating for the family ...
i &; Gender [Gender] ﬁ Rating for the teena...
| | & Age Group [Age_gro... &% Rating forthe eco ca...
&5 Highest level of edu... m

[« Display frequency tables

f.%i

Figuré 6.61

Click on Statistics

Choose Mean and Median
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+\,|-\ Frequencies: Statistics

Percentile Values

Central Tendency

7] Quartiles [ Mean

[] Cut points for: equal groups [

[] Percentile(s): 7] Mode
[F] Sum

[] Values are group midpoints

Dispersion Distribution
[ std. deviation [] Minimum 7] Skewness
[] Variance 7] Maximum [ Kurtosis
7] Range [] SE. mean
[Qontinue][ Cancel ][ Help ]
Figure 6.62

Click Continue
. "\,',-‘ Frequencies

Variable(s):

@) Rating for the family ...
g@ Rating for the teena...
é’ Rating for the eco ca...

Statistics...

&b id
&5 Gender [Gender]

&5 Age Group [Age_gro...
&5 Highestlevel of edu...
.f Gross salary over 2.

Charts.

Format...

it

Bootstrap...

[s/] Display frequency tables

(o ) Cesste ) (et (Gance) (i

Figure 6.63
Click OK

SPSS Output

Statistics
Rating for the Rating forthe
family car teenager car Rating for the
advert advert eco car advert
I Walid 18 18 18
Missing 1] 0 0
Mean 83.44 55.00 65.50
Median 88.50 5550 64.50
Figure 6.64

Save SPSS Output file: Example6.7.spv

The mean and median ratings for the second advert (“Teenager Car”) are very low. We'll
therefore exclude this variable from further analysis and restrict our focus to the first and third
adverts.
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Sign Test - Null Hypothesis

For some reason, our marketing manager is only interested in comparing median ratings, so our null
hypothesis is that

the two population medians are equal
for our 2 rating variables.
If our null hypothesis is true, then the plus and minus signs should be roughly distributed 50/50 in our
sample. A very different distribution is unlikely under Ho and therefore argues that the population
medians probably weren't equal after all.
Running the Sign Test in SPSS
Analyze > Nonparametric Tests > Legacy Dialogs > 2 Related Samples

Transfer family rating and eco rating into Test Pairs Variable boxes

[We prefer having the best rated variable in the second slot. We'll do so by reversing the
variable order]

Choose Sign test

"@ Two-Related-Samples Tests *
&5 Test Pairs: | Exact..
id Pair Variable1 Variable2
&5 Gender [Gender] 1 Rating fo... ¢ Ratingf.. *
&5 Age Group [Age_gro... 2 Y
&) Highest level of edu...

& Gross salary over 2...
& Rating for the family ...
f Rating for the teena...
& Ratingforthe ecoc... Test Type

[ wilcoxon
[l sign

[] McNemar

| Marginal Homogeneity

(0w ) (et ot Gancr e

Figure 6.65
Click OK

SPSS output
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Frequencies

M
Rating for the family car Megative Differences?® [}
advert - Rating for the eco - : b
car advert Positive Differences 12
Ties® 0
Total 18

a. Rating for the family car advert = Rating forthe eco car advert
h. Rating for the family car advert = Rating for the eco car advert

c. Rating for the family car advert = Rating for the eco car advert

Test Statistics™
Rating for the
family car
advert -
Rating for the
eco car advert
Exact Sig. (2-tailed) 238"
a. Sign Test

h. Binomial distribution used.

Figure 6.66
Resave SPSS Output file: Example6.7.spv
We have 18 respondents; our null hypothesis suggests that roughly 9 of them should rate family car
advert higher than eco car advert. It turns out that this holds for 12 instead of 9 cases. Can we
reasonably expect this difference just by random sampling 18 cases from some large population?
Exact Sig. (2-tailed) refers to our p-value of 0.238. This means there's a 23.8% chance of finding the
observed difference if our null hypothesis is true. Our finding doesn't contradict our hypothesis of
equal population medians.

In many cases the output will include “Asymp. Sig. (2-tailed)”, an approximate p-value based on the
standard normal distribution.* It's not included now because our sample size n <= 25.

Conclusion

“a sign test didn't show any difference between the two medians, exact binomial p-value (2-
tailed) = 0.238”

Mann-Whitney test

The Mann-Whitney test is an alternative for the independent samples t test when the assumptions
required by the latter aren't met by the data. The most common scenario is testing a non-normally
distributed outcome variable in a small sample (say, n < 25).

The Mann-Whitney test is also known as the Wilcoxon test for independent samples -which should
not be confused with the Wilcoxon signed-ranks test for related samples.

Example 6.8

Our research question is whether men and women judge our adverts similarly. For each advert
separately, our null hypothesis is:

Null hypothesis
Ho: the mean ratings of men and women are equal

Alternative hypothesis
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Hi: the mean ratings of men and women are different

SPSS data (same data for Examples 6.6 — 6.8)

id Gender | Age_group | Edu_level Family_salary_£ | Rating Family |Rating Teenage Rating Eco_
Car_advert _car_advert Car_advert
1 1 0 3 3 58000 94 31 60
2 2 1 1 3 44500 92 58 67
3 3 0 2 3 67000 100 66 66
4 4 0 1 3 42000 92 49 39
5 5 0 1 3 24000 93 36 100
6 6 1 2 2 44000 49 70 78
7 7 1 1 4 55000 53 50 61
8 8 1 3 4 37000 58 46 83
9 9 0 3 4 63000 95 29 53
10 10 0 2 4 41000 89 75 92
11 " 0 1 3 52000 100 34 47
12 12 1 3 5 63000 84 71 59
13 13 1 2 3 59000 88 53 95
14 14 1 1 4 57000 73 74 63
15 15 1 2 4 52000 78 70 66
16 16 1 3 4 55000 88 76 47
17 17 0 3 4 47000 86 86 K}
18 18 0 2 3 43000 90 14 72
Figure 6.67

Save SPSS Data file: Example6.8.sav
Quick Data Check - Split Histograms

Before running any significance tests, you should look at the data to confirm the data type is
appropriate and to see if the variables are approximately normally distributed. Since we're interested
in differences between male and female respondents, let's split our histograms by gender.

Select Graphs > Legacy Dialogs > Histogram

13 Histogram X

i Variable:

| & Rating for the family car advert .. |
&5 Age Group [Age_gro...

&b Highest level of edu...
& Gross salary over 20| [ Panel by

eg@ Rating for the teena... Rows:
& Rating forthe eco ca...

[ Display normal curve

-

Columns:

&5 Gender [Gender]

"] Mestvariables (no empty columns)

Template
[] Use chart specifications from:

(o) Ceaste ) (msse]) (canet e
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Figure 6.68
Click OK

SPSS output

Gender

Female

Male

Frequency

0= T T T T T
a0 &0 80 100 a0 80

Rating for the family car advert

Figure 6.69

Repeat for the other two variables: teenager, eco.

Gender

Female

Male

Frequency

(

] B

T T
0 20 A i 8 00 0 20

T
40 &

Rating for the teenager car advert

Figure 6.70

Gender

Female

Male

Frequency

0 T T T T T T T
20 10 80 20 100 120 20 a0

Rating for the eco car advert

Figure 6.71

&
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Save SPSS Output file: Example6.8.spv

Most importantly, all results look plausible; we don't see any unusual values or patterns. Second, our
outcome variables don't seem to be normally distributed and we've a total sample size of only n = 18.
This argues against using a t-test for these data.

Finally, by taking a good look at the split histograms, you can already see which adverts are rated
more favourably by male versus female respondents. But even if they're rated perfectly similarly by
large populations of men and women, we'll still see some differences in small samples. Large sample
differences, however, are unlikely if the null hypothesis -equal population means- is really true. We'll
now find out if our sample differences are large enough for refuting this hypothesis.

Mann-Whitney Test

Analyze > Nonparametric Tests > Legacy Dialogs > 2 Independent Samples
Transfer the 3 variables into the Test Variable List box
Transfer gender variable into the Grouping Variable box

Click on Define Groups and type “0” for Group 1 and “1” for Group 2 boxes.
Click on Mann-Whitney U

*

Wﬁ Two-Independent-5amples Tests

Test Variable List
& id <% Rating for the family ..

&bAge Group [Age_gro... é’ Rating for the teena...
&5 Highest level of edu... f Rating forthe ecoc...
&’ Gross salary over 2...

Exact...

Grouping Variable:
|Gender(0 1)

Test Type
[+ Mann-Whitney U

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 6.72
Click OK
SPSS Output
The Mann-Whitney test basically replaces all scores with their rank numbers: 1, 2, 3 through 18 for 18

cases. Higher scores get higher rank numbers. If our grouping variable (gender) doesn't affect our
ratings, then the mean ranks should be roughly equal for men and women.
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Ranks

Sum of
Gender M Mean Rank Ranks
Rating forthe family car Female ] 13.39 120.60
advert Male 9 5.61 50.50
Total 18
Rating forthe teenager Female ] 7.44 67.00
car advert Male 11.56 104.00
Total 18
Rating for the eco car Female 9 844 T6.00
advert Male g 10.56 55.00
Total 18

Figure 6.73

Our first advert (“Family car”) shows the largest difference in mean ranks between male and female
respondents: females seem much more enthusiastic about it. The reverse pattern -but much weaker-
is observed for the other two adverts.

Test Statistics
Rating for the Rating for the
family car teenager car Rating for the
advert advert eco car advert
Mann-Whitney L A.600 22.000 31.000
Wilcoxon W A0.500 G7.000 T6.000
Z -3.085 -1.634 -.840
Asymp. Sig. (2-tailed) .002 102 A4
Exact Sig. [2*(1-tailed b b b
Sig)] 0o 113 A36

a. Grouping Variable: Gender

. Mot corrected for ties.

Figure 6.74
Resave SPSS Output file: Example6.8.spv
From SPSS:
Rating for the family car

Mann-Whitney test statistic U = 5.5
Asymp Sid (2-tailed) p-value = 0.002 < 0.05 [Reject Ho, accept Hi]

Rating for the teenager car

Mann-Whitney test statistic U = 22
Asymp Sid (2-tailed) p-value = 0.102 > 0.05 [Accept Ho, reject Hi]

Rating for the eco car

Mann-Whitney test statistic U = 31
Asymp Sid (2-tailed) p-value = 0.401 > 0.05 [Accept Ho, reject Hi]

Women rated the “Family Car” commercial more favorably than men (p-value = 0.002). The other two
commercials didn't show a gender difference (p-values > 0.05).
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The p-value of 0.002 indicates a probability of 2 in 1,000: if the populations of men and women rate
this advert similarly, then we've a 2 in 1,000 chance of finding the large difference we observe in our
sample. Presumably, the populations of men and women don't rate it similarly after all.

Kruskal-Wallis test

The Kruskal-Wallis test is an alternative for a one-way ANOVA if the assumptions of the latter are
violated.

Example 6.9

The data in example6.9.sav contains the result of a small experiment regarding a bodybuilding
supplement X. These were divided into 3 groups: some didn't take any of X, others took it in the
morning, and others took it in the evening. After doing so for a month, their weight gains were
measured.

The basic research question is:

Does the average weight gain depend on the creatine condition to which people were
assigned?

That is, we'll test if three means -each calculated on a different group of people- are equal. The most
likely test for this scenario is a one-way ANOVA but using it requires some assumptions. Some basic
checks will tell us that these assumptions aren't satisfied by our data at hand.

SPSS data
Group Weight_gain
1 1 63
2 1 261
3 1 163
4 1 13
5 1 965
3 2 0
7 2 652
& 2 4724
9 2 2
10 2 0
11 2 86
12 3 2239
13 3 171
14 3 40
15 3 1394
Figure 6.75

Save SPSS Data file: Example6.9.sav
Data Check 1 - Histogram
Analyze > Descriptives > Frequencies

Transfer Weight Gain to Variables box
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ﬁ Frequencies

Variable(s):

&5 Group (1,2, 3) [Group]

(]

|$ ‘Weight gain overla.s...|

[ Display frequency tables

(LK J{psste J(Reset ]| cancal] e |

Figure 6.76

Click on Charts

Choose Histogram

Frequencies: Charts

r Chart Type
© None
@ Bar charts
© Pie charts

[7] how normal curve on histogram

r Chart Values

@ Frequencies @ Percentages

(Gontiue J{_ cancer [ Heip |

Figure 6.77

Click on Continue

ﬁ Frequencies

Variable(s):

&5 Group (1,2, 3) [Group]

(]

f ‘Weight gain over las...

[ Display frequency tables

(Lok ) (gaste ) (Reset ) (cancer) _iteip )

Figure 6.78
Click on OK

SPSS output
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Histogram

an = 562
Std. Dev. =1363.501
=15

Frequency

-1000 1000 2000 3000 4000 5000

Weight gain over last month in grams

Figure 6.79
First, our histogram looks plausible with all weight gains between -1 and +5 kilos, which are
reasonable outcomes over one month. However, our outcome variable is not normally
distributed as required for ANOVA. This isn't an issue for larger sample sizes of, say, at least
30 people in each group. However, for our tiny sample at hand, this does pose a real
problem.

Save SPSS Output file: Example6.9.spv

Data Check 2 - Descriptives per Group

Right, now after making sure the results for weight gain look credible, let's see if our 3 groups actually
have different means. The fastest way to do so is a simple MEANS command as shown below.

Analyze > Compare Means > Means

Transfer Weight gain to the Dependent List box
Transfer Group to the Independent List box

ﬁﬁ Means X
erend.ent Lis.t:
- g? Weight gain overlast ..
Layer 1 of 1
MNext
Independent List:
&5 Croup (1,2, 3) [Grou...
[ 0K ][ Paste ][ Reset ][Cancel][ Help ]
Figure 6.80
Click OK

SPSS Output
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Report

Weight gain over last month in grams

Group (1,2, 3) Mean N Std. Deviation
Mo supplement 120.20 5 488.532
Take supplementin the
marning 654.00 [ 2005159
Take supplement in the
avening 961.25 4 1047.852
Total 562.00 15 1363.501
Figure 6.81

Resave SPSS Output file: Example6.9.spv

First, note that our evening group (4 participants) gained an average of 961 grams as
opposed to 120 grams for no supplement. This suggests that the supplement does make a
real difference. But don't overlook the standard deviations for our groups: they are very
different, but ANOVA requires them to be equal.* This is a second violation of the ANOVA
assumptions.

Run Kruskal-Wallis Test

A test that was designed for precisely this situation is the Kruskal-Wallis test which doesn't require
these assumptions. It basically replaces the weight gain scores with their rank numbers and tests
whether these are equal over groups.

Analyze > Nonparametric Tests > Legacy Dialogs > K Independent Samples

QTE' Tests for Several Independent 5amples *

TestVariable List:
f Weight gain over las...

Grouping Variable:
[Group(1 3)

Test Type
[V Kruskal-Wallis H  [] Median
[] Jonckheere-Terpstra

o) (e ) (Beset) (caen) (i

Figure 6.82

Click OK

SPSS Output

Ranks table
Ranks
Group (1,2, 3) M Mean Rank
Weight gain over last Mo supplement A 6.40
month in grams Take supplementin the . & a3
marning :
Take supplementin the
vening 4 11.75
Total 15

Figure 6.83
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The second table gives the Kruskal-Wallis hypothesis test results.

Test Statistics™®
Weight gain

overlast

month in

grams
Chi-Square 3.868
df 2
Asymp. Sig. 145

a. Kruskal Wallis Test

b. Grouping Wariable: Group

(1,23

Figure 6.84

Resave SPSS Output file: Example6.9.spv

Our test statistic - incorrectly labelled as “Chi-Square” by SPSS- is known as Kruskal-Wallis
H. A larger value indicates larger differences between the groups we're comparing. For our
data it is roughly 3.868. We need to know its sampling distribution for evaluating whether this
is unusually large.

Asymp. Sig. is the p-value based on our chi-square approximation. The value of 0.145
basically means there's a 14.5% chance of finding our sample results if supplement doesn't
have any effect in the population at large. So, if the supplement does nothing whatsoever, we
have a fair (14.5%) chance of finding such minor weight gain differences just because of

random sampling. If p-value > 0.05, we usually conclude that our differences are not

statistically significant.

Conclusion

The official way for reporting our test results includes our chi-square value, df and p-value as
in this study did not demonstrate any effect from the supplement, x?(2) = 3.87, p-value = 0.15.

Wilcoxon test

For comparing two metric variables measured on one group of cases, our first choice is the paired-
samples t-test. This requires the difference scores to be normally distributed in our population. If this

assumption is not met, we can use Wilcoxon S-R test instead.

It can also be used on ordinal variables -although ties may be a real issue for Likert items. Don't
abbreviate “Wilcoxon S-R test” to simply “Wilcoxon test” like SPSS does: there's a second “Wilcoxon

test” which is also known as the Mann-Whitney test for two independent samples.

Example 6.10

A car manufacturer had 18 respondents rate 3 different adverts for one of their cars. They first want to

know which advert is rated best by all respondents.

Ho: advert rating the same

SPSS data (example6.10.sav)
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Respondent_ID || Gender || Age_group || Education_level || Salary £ || Advert_1 || Advert_2 || Advert_3 ||
1 1 0 3 3 25000 94 k)| 60
2 2 1 1 3 38500 92 58 67
3 3 0 2 3 68500 100 66 66
4 4 0 1 3 42000 92 49 39
5 b 0 1 3 24000 93 36 100
6 6 1 2 2 44000 49 70 78
7 7 1 1 4 59000 53 50 61
8 & 1 3 4 37000 58 46 83
3 g 0 3 4 63000 95 29 53
10 10 0 2 4 41000 a9 74 92
i " 0 1 3 52000 100 M 47
12 12 1 3 5 63000 84 [l 59
13 13 1 2 3 59000 a8 53 95
14 14 1 1 4 57000 73 74 63
15 15 1 2 4 52000 78 70 66
16 16 1 3 4 59000 a8 76 47
17 17 0 3 4 47000 6 88 A
18 18 0 2 3 49000 90 14 72
Figure 6.85

Save SPSS Data file: Example6.10.sav

Quick Data Check

Our current focus is limited to the 3 rating variables, advert_1, advert_2, and advert_3.

Analyze > Descriptive Statistics > Frequencies

Transfer the variable variables into the Variable(s) box

i!'ﬁ Frequencies

&5 D [Respondent_ID]

&5 Gender [Gender]

&5 Age Group [Age_ar...
&5 Highest level of ed...

‘gf Gross salary over 2.

[s/] Display frequency tables

Variable(s):

ﬁ Rating family cara...
f Rating teenager ca...

'

stics

I
:

|4 Rating eco friendly ...|

[ OK ]E&sie]@eset”()ancel” Help

1

Figure 6.86
Click on Charts

Choose Histograms

S
7

:
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i@ Frequencies: Charts *

Chart Type
© None
(@) Bar charts

Figure 6.87

Click Continue

i§ Frequencies *
— e [ gttstics.
ID [Respondent_ID] Rating family car a...
&) Gender [Gender] ﬁ Rating teenager ca...
&, Age Group [Age_qgr... Lf Rating eco friendly | Format.._
&5 Highest level of ed...
ﬁ Gross salary over 2... m

[s/] Display frequency tables

Figure 6.88

Click OK
SPSS output

Rating family car advert

5 Wean = 8344
Stel. Dev. =15.44
N=18

Frequency

T T T
40 60 60 100

Rating family car advert

Figure 6.89
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Rating teenager car advert

Mean = 55
Std. Dev. = 20.304
N=16

Frequency

=

T T
0 2 a0 0 100
Rating teenager car advert

Figure 6.90

Rating eco friendly car advert

] Mean=65.5
Std. Dev. = 18.847
N=18

Frequency
i g

T T T
B a &0 100 120
Rating eco friendly car advert

Figure 6.91
Save SPSS Output file: Example6.10.spv
The 3 histograms show that all data values are present and that the sampling distributions do not look
normally distributed. From the SPSS output, we observe that advert_2 has a very low average rating
of only 55. Therefpe, we decide to test if advert_1 and advert_3 have equal mean ratings.
Difference Scores

Let's now compute and inspect the difference scores between advert_1 and advert_3.

Transform > Compute Variable
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ﬁ Compute Variable

Target Variable:

[oiff

Type & Label...

&> D [Respondent_ID]
&5 Gender [Gender]

&5 Age Group [Age_ar...
&5 Highest level of ed...
& Gross salary over 2.
& Rating family car a...
& Ratingteenagerca...
& Rating eco friendly ...

Mumeric Expression:

_ | Advert_1-Advert 3

Function group:

Al

Arithmetic
CDF & Noncentral CDF
Conversion
Current Date/Time
Date Arithmetic
Date Creation

=

Functions and Special Variables:

(optional case selection condition)

I_:igure 6.92

Click OK

SPSS output

[ ok || paste || Reset | cancel |[ Help |

| Respondent_ID || Gender || Age_group || Education_level || Salary £ || Advert_1 || Advert_2 || Advert_3 || Diff ”
1 1 0 3 3 25000 94 &)l 60 34.00
2 2 1 1 3 38500 92 58 67 25.00
3 3 0 2 3 68500 100 66 66 34.00
4 4 0 1 3 42000 92 49 39 53.00
5 5 0 1 3 24000 93 36 100 -7.00
6 6 1 2 2 44000 49 70 78 -29.00
7 7 1 1 4 59000 53 50 61 -6.00
8 8 1 3 4 37000 58 46 83 -26.00
9 9 0 3 4 63000 95 29 53 42.00
10 10 0 2 4 41000 89 75 92 -3.00
11 1 0 1 3 52000 100 34 47 53.00
12 12 1 3 5 63000 84 7 59 25.00
13 13 1 2 3 59000 88 53 95 -7.00
14 14 1 1 4 57000 73 74 63 10.00
15 15 1 2 4 52000 78 70 66 12.00
16 16 1 3 4 59000 88 76 47 41.00
17 17 0 3 4 47000 86 88 &)l 55.00
18 18 0 2 3 43000 90 14 72 18.00

Figure 6.93

Reave SPSS Data file: Example6.10.sav

Now create a histogram for this new variable (Difference) and ask SPSS to plot the normal curve onto
the histogram.

Graphs > Legacy Dialogs > Histograms

Click on Display normal curve
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i Histogram X

Variable: -
= Titl
[ oif | (e

I_Te'l‘ Display nermal curve

&5 1D [Respondent_ID]
& Gender [Gender]
&5 Age Group [Age_ar...

&) Highest level of ed Panel by

g@ Gross salary over 2.. Rows
& Rating family car a

& Ratingteenager ca... -

& Rating eco friendly ...

Columns:

Template
[] Use chart specifications from:

(k) Cgsste ) Cesat) (cann) e

Figure 6.94
Click OK

SPSS output

1 — Mean = 17.94
Std. Dev. = 26 634
=18

Frequency

]

o=
-40.00 -20.00 0 2000 4000 60.00
Diff

Figure 6.95
Resave SPSS Output file: Example6.10.spv
We could analyse the difference using a paired samples t-test. This requires the difference scores to
be normally distributed in our population, but our sample suggests otherwise. This isn't a problem for

larger samples sizes (say, n > 25) but we've only 18 respondents in our data.

Fortunately, Wilcoxon S-R test was developed for precisely this scenario: not meeting the
assumptions of a paired-samples t-test.

Null hypothesis

Ho: the population distributions for advert_1 and advert_3 are identical
If this is true, then these distributions will be slightly different in a small sample like our data at hand.
However, if our sample shows very different distributions, then our hypothesis of equal population
distributions will no longer be tenable.
Wilcoxon S-R test in SPSS

Analyze > Nonparametric Tests > Legacy Dialogs > 2 Related Samples
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2 Related Samples refers to comparing 2 variables measured on the same respondents. This is
similar to “paired samples” or “within-subjects” effects in repeated measures ANOVA.

ﬂﬁ Two-Related-Samples Tests X
IF'es'tpairs\:.r iablel  |Variable2 | Sxact.
@o |0 [Respondent_ID] air ariable ariable -

&> Gender [Gender] 1 Rating e... ¢ Ratingf.. *+

&5 Age CGroup [Age_ar.. 2
&b Highestlevel of ed...

f Gross salary over 2.
& Rating family car a...
& Rating teenager ca...

& Rating eco friendly ... Test Type
& Dift [ Wilcoxon
] Sign
| McMemar

| Marginal Homaogeneity

Lok (et gosot) (canct e

Figure 6.96
Click OK
SPSS Output

The first table compares the summary statistics for the negative and positive ranks.

Ranks
Sum of
N Mean Rank Ranks
Rating family car advert - Megative Ranks g? 5.00 30.00
Rating eco friendly car Positive Ranks 12" 11.75 141.00
advert )
Ties 0®
Total 18

a. Rating family car advert = Rating eco friendly car advert
b. Rating family car advert = Rating eco friendly car advert
. Rating family car advert= Rating eco friendly car advert

Figure 6.97

If advert_1 and advert_3 have similar population distributions, then the signs (plus and minus) should
be distributed roughly evenly over ranks. This implies that the sum of positive ranks should be close
to the sum of negative ranks. This number (141 in our example) is our test statistic and known as
Wilcoxon W+. Our table shows a very different pattern: the sum of positive ranks (indicating that the
“Family car” was rated better) is way larger than the sum of negative ranks. Can we still believe our 2
commercials are rated similarly?

The second table gives you the Wilcoxon S-R test results

Test Statistics®

Rating family
car advert -
Rating eco
friendly car

advert

z -2.41g"
Asymp. Sig. (2-tailed) 016
a. Wilcoxon Signed Ranks Test

b. Based on negative ranks.

Figure 6.98
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Resave SPSS Output file: Example6.10.spv
Oddly, our "Test Statistics” table includes everything except for our actual test statistic, W+.

Asymp. Sig. (2-tailed) p-value = 0.016. This approximate p-value is based on the standard normal
distribution (hence the “Z” right on top of it).

If required you could request an exact value by clicking on the Exact menu and choosing Exact.

g Exact Tests *

© Asymptotic only
@ Monte Carlo
Confidence level: o

Number of samples:

[ Time limit per test: minutes

Exact method will be used instead of Monte Carlo when
computational limits allow.

For nonasymptotic methods, cell counts are always rounded or
truncated in computing the test statistics.

[Qomjnue][ Cancel ][ Help ]

Figure 6.99

If we run this solution, then SPSS output would be:

Test Statistics®
Rating family
caradvert-
Rating eco
friendly car
advert
z -2419°
Asymp. Sig. (2-tailed) 016
Exact Sig. (2-tailed) 013
Exact Sig. (1-tailed) .0or
Point Prabahility 001

a. Wilcoxon Signed Ranks Test
h. Based on negative ranks.

Figure 6.100
Resave SPSS Output file: Example6.10.spv

From Figure 6.100, the Asymp sig (2 sided) p-value = 0.016 and the exact 2-tailed p-value = 0.013.
Apparently, the normal approximation is accurate.

Conclusion

A Wilcoxon Signed-Ranks test indicated that the “Family car” advert (mean rank = 11.75) was rated
more favourably than the “Eco car” advert (mean rank = 5.0), Z = - 2.419, p = 0.016. Note. If sample
sizes are small, then the z approximation may be unnecessary and inaccurate, and the exact p-value
is to be preferred.

Friedman test

For testing if 3 or more variables have identical population means, our first option is a repeated
measures ANOVA. This requires our data to meet some assumptions - like normally distributed
variables. If such assumptions are not met, then our second option is the Friedman test: a
nonparametric alternative for a repeated-measures ANOVA. Strictly, the Friedman test can be used
on metric or ordinal variables, but ties may be an issue in the latter case.
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Example 6.11

The data contain 18 respondents who rated 3 commercials for cars on a percent (0% through 100%
attractive) scale.

Respondent_ID Gender Age_group | Education_level Salary £ Advert_1 Advert_2 Advert_3
1 0 3 3 25000 94 N 60
2 2 1 1 3 38500 92 58 67
3 3 0 2 3 68500 100 66 66
4 4 0 1 3 42000 92 49 39
5 5 0 1 3 24000 93 36 100
6 6 1 2 2 44000 49 70 78
7 7 1 1 4 59000 53 50 61
8 8 1 3 4 37000 58 46 83
9 9 0 3 4 63000 95 29 53
10 10 0 2 4 41000 89 75 92
1 11 0 1 3 52000 100 34 47
12 12 1 3 ] 63000 84 Il 59
13 13 1 2 3 59000 88 53 95
14 14 1 1 4 57000 73 74 63
15 15 1 2 4 52000 78 70 66
16 16 1 3 4 59000 88 76 47
17 17 0 3 4 47000 86 88 kj|
18 18 0 2 3 49000 90 14 72
Figure 6.101

Save SPSS Data file: Example6.11.sav
We'd like to know which commercial performs best in the population. So, we'll first see if the mean
ratings in our sample are different. If so, the next question is if they're different enough to conclude
that the same holds for our population at large. That is, our null hypothesis is that:

the population distributions of our 3 rating variables are identical

Quick Data Check

Inspecting the histograms of our rating variables will give us a lot of insight into our data with minimal
effort.

Analyze > Descriptives Statistics > Frequencies

Transfer variables to the Variable(s) box

s

| 3 Frequencies

Variable(s): -
93 ID [Respondent_ID] f Rating family car ad...

&3 Gender [Gender] é’ Rating teenager car ...
&) Age Group [Age_qgro... & Rating eco friendly c... -
&5 Highest level of edu...

f Gross salary over 2... Style
Bootstrap...

[ Display frequency tables

(o) (2t (geaet) (Gance) (i)

Figure 6.102

Click on Charts
Choose Histograms
Click on Show normal curve on histogram
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tr" Frequencies: Charts X

Chart Type

© Mone

© Bar charts
@ Pie charts
® Histograms:

[ i8how normal curve on histograms

[Qontinue][ Cancel ][ Help ]

Figure 6.103
Click Continue
Click OK

SPSS Output

Rating family car advert Rating teenager car advert Rating eco friendly car advert

gl n, LA

© 3 o 100 o ) © ® » 10 E:) 4 B £ 100

Rating family ¢ar advert Rating teenager car advert Rating eco friendly car advert

Figures 6.104 a - c

Save SPSS Output file: Example6.11.spv

Most importantly, our data look plausible: we don't see any outrageous values or patterns. Note that
the mean ratings are different: 83.44, 55 and 65.5. Every histogram is based on all 18 cases so
there's no missing values to worry about.

Now, by superimposing normal curves over our histograms, we do see that our variables are not quite
normally distributed as required for repeated measures ANOVA. This isn't a serious problem for larger
sample sizes (say, h > 25 or so) but we've only 18 cases now. We'll therefore play it safe and use a
Friedman test instead.

Running a Friedman Test in SPSS

Analyze > Nonparametric > Legacy Dialogs > K related Samples

Transfer variables into the Test Variables box
Click on Friedman
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t,-‘ Tests for Several Related Samples X

Test Variables:

&5 D [Respondent_ID] & Rating family car ad... Exact
&5 Gender [Gender] gﬁ Rating teenager car...| | Statistics...
&’3 Age Group [Age_gro... .f Rating eco friendly c...

&5 Highest level of edu...
& Gross salary over 2.

Test Type
[& Friedman [| Kendall's W [ Cochran's Q

| ok ]| paste || Reset || cancel || Heip |

Figure 6.105
Click OK
Click on Exact

#2 Bxact Tests >

©) Asymptotic only
i©) Monte Carlo
Confidence level: 0%

Mumber of samples:
@sfgxad :

[ Time limit per test: minutes

Exact method will be used instead of Monte Carlo when
computational limits allow.

For nonasymptotic methods, cell counts are always rounded or
truncated in computing the test statistics.

[Qonﬁnue][ Cancel ][ Help ]

Figure 6.106
Click Continue
Click OK

SPSS Output

Ranks

Mean Rank
Rating family car advert 2.80
Rating teenager car
advert 1.53
Rating eco friendly car 197
advert )

Figure 6.107
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Test Statistics®

I 18
Chi-Square a.648
df 2
Asymp. Sig. 013
Exact Sig. 012
Point Probability .00

a. Friedman Test

Figure 6.108

Resave SPSS Output file: Example6.11.spv

First note that the mean ranks differ quite a lot in favour of the first (“Family Car”) advert.
Unsurprisingly, the mean ranks have the same order as the means we saw in our histogram.

1. Chi-Square (more correctly referred to as Friedman’s Q) is our test statistic. It basically
summarizes how differently our adverts were rated.

2. df are the degrees of freedom associated with our test statistic. It's equal to the number of
variables we compare - 1. In our example, 3 variables - 1 = 2 degrees of freedom.

3. Asymp. Sig. is an approximate p-value. Since p-value = 0.013 < 0.05, we reject the null
hypothesis of equal population distributions.

4. Exact Sig. is the exact p-value = 0.012. If available, we prefer it over the asymptotic p-value,
especially for smaller sample sizes.

Conclusion

We could write something like:

“a Friedman test indicated that our commercials were rated differently, x2(2) = 8.648, p-value
=0.012¢
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Chapter 7 Regression and correlation analysis
Example 7.1

A company wants to know how job performance relates to IQ, motivation and social support. They
collect data on 60 employees, resulting in Example7.1.sav. We'll try to predict job performance from
all other variables by means of a multiple regression analysis. Therefore, job performance = function
(1Q, motivation, social support).

Data view
name perf iq mot s0C name perf iq mot 50C
1 Henry 85 109 89 73 1 Henry 85 109 89 73
2 Riley 84 106 84 80 2 Riley 84 106 84 80
3 Alexis 87 125 59 67 3 Alexis 87 125 59 67
4 Evelyn 69 84 60 58 4 Evelyn 69 84 60 58
5 Blake 69 89 60 67 5 Blake 69 89 60 67
6 Dominic 81 109 62 75 6 Dominic 81 109 62 75
7 Jose 7 121 67 55 7 Jose 7 121 67 55
8 Tristan 76 102 44 73 8 Tristan 76 102 44 73
9 Kayden v 111 68 60 9 Kayden 77 111 68 60
10 Makayla 76 106 63 54 10 Makayla 76 106 63 a4
1" Ella 90 107 93 75 1" Ella 90 107 93 75
12 Piper 74 97 52 58 12 Piper 74 97 52 58
13 Jonathan 74 133 60 50 13 Jonathan 74 133 60 50
14 Joshua 65 96 52 74 14 Joshua 65 96 52 74
15 Brooklyn 66 97 65 81 15 Brooklyn 66 97 65 81
16 Connor 73 116 62 45 16 Connor 73 116 62 45
17 Sadie 80 108 74 92 17 Sadie 80 108 74 92
18 Zoe 96 102 84 84 18 Zoe 96 102 84 84
19 Cameron v 94 78 79 19 Cameron 77 94 78 79
20 Jason 73 98 i 63 20 Jason 73 98 7 68
Figure 7.1 Figure 7.2
name perf iq maot soc

M Hannah 85 101 a7 65

42 Aubrey 75 94 54 60

43 Eva 81 106 72 55

44 Nora 68 102 32 69

45 Bella 81 98 72 69

46 Jaxson 80 112 72 78

47 Chase 78 87 74 93

43 Caleb 62 73 63 67

49 Madelyn 81 94 67 59

50 London 76 17 66 68

51 Hudson 7 112 58 57

52 Annabelle T4 113 57 76

53 Taylor 69 94 65 53

54 Hunter 68 118 48 44

55 Stella 85 111 91 59

56 Ava 79 104 50 73

57 Samuel T4 99 7 83

58 Angel 81 104 78 83

59 Anna 84 108 58 64

60 Alyssa 92 130 58 75

Figure 7.3

Variable view
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Name Type Width | Decimals Label
1 name String 9 0 Employee's first name
2 perf MHumeric 3 0 Qutcome of job performance test
3 iq MNumeric 3 0 Outcome of 1Q test
4 mot MNumeric 3 0 Outcome of job motivation test
5 s0C MNumeric 3 0 Outcome of social support test
Figure 7.4

Save SPSS Data file: Example7.1.sav

Quick Data Check

Values
MNone
MNone
MNone
MNone
MNone

Missing
None
None
None
None
None

Columns

@ o o m o

Align
Left
Right
Right
Right
Right

Measure Role
& Nominal “ Input
& Scale “w Input
& Scale “ Input
& Scale “ Input
& Scale “ Input

We usually start our analysis with a solid data inspection. Since that's already been done for the data

at hand, we'll limit it to a quick check of relevant histograms and correlations.

Histograms

Select Analysis > Descriptive Statistics > Frequencies

Transfer the 4 independent variables into the Variable(s) box

dﬁ Frequencies

&4 Employee's firstna...

[+ Display frequency tables

Variable(s):

f Outcome of job perf...
& Outcome of 1Q test[ig]
&% Outcome of job moti...

&% Outcome of social 5...

[ QK ][ Paste ][ Reset ][Cancel][ Help ]

Figure 7.5

Click on Charts
Choose Histograms

Show normal curve on histogram

ﬁ’ﬁt Frequencies: Charts

Chart Type

@ None

© Bar charts
@ Pie charts
@ Histograms:

>

[¥/iShow normal curve on histogram

[Qontinue][ Cancel ][ Help ]

Figure 7.6

Style..
Bootstrap

X
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Click on Continue

#3 Frequencies *

@a Employee’s first na... @39 Outcome of job perf...
£ Outcome of 1Q test [ig]
& Outcome of job moti...

@? Outcome of social 5.

[+/] Display frequency tables

(Lox ) Ceaste ) (et cance) (i

Figure 7.7
Click OK

SPSS output

Outcome of job performance test Outcome of IQ test

127 . Mean = 106 £5

Eal ] Mean = 78.12
Std. Dev.= 14318
=0

Stl. Dev. = 8.028
N=60

8-

Frequency
|

I

|

]
Frequency
N

2+ ﬂ H
0 T T T T T T T T T T
€0 70 80 80 100 110 60 80 100 120 140 160

Qutcome of job performance test Qutcome of IQ test
Figure 7.8 Figure 7.9
Outcome of job motivation test Outcome of social support test
109 1 1 Mean = 66.95 129 Mean = 6772
Std. Dev. =13.586 Stel. Dev. =12.277
] N=60 — N=60
N
10 —
n /‘\

o —

z o z —/ |

o 3

3 3

H m i

I 3

™S w

4
4+
|
2]
\_\
o T T T T T T T T T T T
20 40 60 80 100 40 50 60 70 80 90 100
Outcome of job motivation test QOutcome of social support test
Figure 7.10 Figure 7.11
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Save SPSS Output file: Example7.1.spv

Note that each histogram is based on 60 observations, which corresponds to the number of cases in
our data. This means that we don't have any system missing values. Second, note that all histograms

look plausible; none of them have weird shapes or extremely high or low values.

Correlations

Next, we'll check whether the correlations among our regression variables make any sense.

Select Analyze > Correlate > Bivariate

"@ Bivariate Correlations *

Variables:

é’ Qutcome of job perf...
& Outcome of 10 test fig]
f Outcome of job mofi...

é) Qutcome of social s...

Correlation Coefficients
[ Pearson [] Kendall's tau-b [] Spearman

Test of Significance
@ Two-tailed © One-tailed

[+ Flag significant correlations

m [Beset ][Cancel][ Help ]

Figure 7.12

Transfer 4 independent variables into the variables box

Given the data is interval/ratio/scale level data then choose Correlation Coefficients:

Pearson.

+\,|-‘ Bivariate Correlations %

Variables:
& Qutcome of job perf...
& Outcome of 1Q test [ig]

é’ Outcome of job moti...

-_ p..

& Outcome of social s...
«

Correlation Coeflicients
[ Pearson [] Kendall's tau-b [*] Spearman

Test of Significance
@ Two-tailed © One-tailed

[+l Flag significant correlations

(0 ) (Zate) (moset) (Ganm) o)

Figure 7.13
Click OK

SPSS output
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Correlations

Outcome of
job Qutcome of Cutcome of
performance Outcome of | job motivation social

test 10 test test supporttest
Outcome of job Pearson Correlation 1 474" 635 397
perormance test Sig. (2-tailed) .000 000 002
N 60 G0 60 60
Outcome of 10 test Pearson Correlation 474 1 047 -082
Sig. (2-tailed) .0oo 722 485
M 60 G0 G0 G0
Outcome of job Pearson Correlation e 047 1 363
moivation test Sig. (2-tailed) 000 722 004
M 60 G0 G0 G0
Outcome of social Pearson Correlation 397" -.092 3637 1

Support test Sig. (2-tailed) 002 485 004
] 60 60 60 60

**_ Correlation is significant at the 0.01 level (2-tailed).

Figure 7.14

Resave SPSS Output file: Example7.1.spv

Most importantly, the correlations are plausible; job performance correlates positively and
substantively with all other variables. This makes sense because each variable reflects as

positive quality that's likely to contribute to better job performance.

Fit linear regression model

Model to fit: job performance = function (1Q, motivation, social support)

Transfer job performance to the Dependent box

Select Analyze > Regression > Linear

Transfer the 3 independent variables to the Independent(s) box

Keep in mind that regression does not prove any causal relations from our predictors on job
performance. A basic rule of thumb is that we need at least 15 independent observations for each
predictor in our model. With three predictors, we need at least (3 x 15 =) 45 respondents. The 60
respondents we have in our data are sufficient for our model.

Page | 104



1§ Linear Regression *

Dependent: Statistics
93 Employee’s first na... b d | f Qutcome of job performance ... |

& Outcome of IQtestlial| g0 1 of 1

f Qutcome of job moti...
| ste.. |

& Outcome of social s... Previous

Independent(s).
& Outcome of 1Q test [ig]

& Outcome of job motivation te... Bootstrap..

Lf Qutcome of social supponte...|

Selection Variable:

Case Labels:
| |

WLS Weight:

Figure 7.15

Click on Statistics

ﬁ Linear Regression: Statistics s

r Regression Coefficien... 1 [ Model fit
[+ Estimates [+ R zquared change
[+ Descriptives

Level(%): [7] Part and partial correlations
[ Covariance matrix [C] collinearity diagnostics
r Residuals

] Durbin-Watson
[7] Casewise diagnostics

@ Outliers outside: 3 standard deviations
® Al cases
(gontinue || cancer || _Hew |
Figure 7.16
Click Continue
ﬁ Linear Regression
Dependent:
&4 Employees firstna [ 42 outcome of job performance .. |

& Outcome of IQtestial| g0 g of 4
#F Outcome of job moti.
f Outcome of social ...

Independent(s).

& Outcome of 1Q test fiq]
4 Outcome of job motivation te... Bootstr
| Quicome of social support te |

Selection Variable:

TEREED .

Rule

Case Labels:

WLS Weight

Figure 7.17
Click OK
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SPSS output

Model Summary

Change Statistics
Adjusted R Std. Error of R Sguare Sig. F
Madel R R Sguare Square the Estimate Change F Change dft df2 Change
1 8097 G54 636 4844 654 35.356 3 56 .0oo
a. Predictors: (Constant), Qutcome of social supporttest, Outcome of 1Q test, Qutcome of joh motivation test

Figure 7.18

R denotes the correlation between predicted and observed job performance. In our case, R = 0.809.
Since this is a very high correlation, our model predicts job performance rather precisely. R square is
simply the square of R. It indicates the proportion of variance in job performance that can be
“explained” by our three predictors. R square = 0.654.

Because regression maximizes R square for our sample (Adjusted R? = 0.636), it will be somewhat
lower for the entire population, a phenomenon known as shrinkage. The adjusted R square
estimates the population R square for our model and thus gives a more realistic indication of its
predictive power.

The high adjusted R squared tells us that our model does a great job in predicting job performance.
On top of that, our b coefficients are all statistically significant and make perfect intuitive sense. We
should add, however, that this tutorial illustrates a problem free analysis on problem free data.

ANOVA®
Sum of
Madel Sguares df Mean Square F Sig.
1 Regression 2488385 3 B829.465 35.356 .ooo®
Residual 1313.788 56 23.461
Total 3802183 59

a. DependentVariable: Outcome of job performance test

b. Predictors: (Constant), Outcome of social support test, Qutcome of IQ test, Outcome of job
motivation test

Figure 7.19

The ANOVA table provides a global test to see if the model predictors are a significant contributor to
the value of job performance. From SPSS: F test statistic = 35.356, p-value = 0.000 < 0.05, reject Ho
and accept Hi. The model predictors (IQ, motivation, social support) are a significant contributor to
the value of job performance.

Coefficients®
Standardized
Unstandardized Coeflicients Coefficients 95.0% Confidence Interval for B
Maodel B Std. Error Beta t Sig. Lower Bound | Upper Bound
1 (Constant) 1813 6.346 2.857 006 54149 30.844
Qutcome of Q) test 265 044 472 5.965 .0o0 76 354
Qutcome of job
mativation test 308 .050 522 6.163 .0o0 .208 408
Qutcome of social
support test 164 056 251 2.853 005 .053 275

a. DependentVariable: Outcome of job performance test

Figure 7.20

Page | 106



Resave SPSS Output file: Example7.1.spv
From SPSS, the linear regression model with 3 predictor variables is
Job performance = 18.1 + (0.27 x intelligence) + (0.31 x motivation) +(0.16 x social support)

The b coefficients tell us how many units job performance increases for a single unit increase in each
predictor. Therefore, a 1-point increase on the IQ test corresponds to 0.27 points increase on the job
performance test. Importantly, note that all b coefficients are positive numbers; higher 1Q is
associated with higher job performance and so on. B coefficients having the “wrong direction” often
indicate a problem with the analysis known as multicollinearity.

The column “Sig.” holds the significance levels for our predictors. As a rule of thumb, we say thata b
coefficient is statistically significant if its p-value is smaller than 0.05. All of our b coefficients are
statistically significant. The beta coefficients allow us to compare the relative strengths of our
predictors. These are roughly 2 to 2 to 1 for IQ, motivation and social support.

When applying regression analysis to more difficult data, you may encounter complications such as
multicollinearity and heteroscedasticity. These are beyond the scope of this basic regression
example.
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